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Abstract We present a set of ideas for improving the verification of emotion appropriateness in Japanese language. Emo-
tion appropriateness verification is a new method for discovering not only what are the emotions conveyed by a user in an ut-
terance also whether they are appropriate for the context they are used in. We present ideas to improve this method with the use
of several corpora. The corpora we plan to use are Amazon reviews, Web as corpus and two corpora of natural conversations to
improve the method and provide conversational strategies for implementation of the method into a conversational agent.

1. Introduction

Affective Computing [1] is a field of study dealing with
different aspects of processing of human emotions. The main
stream of research in this field is focused on recognizing
user emotions in human-computer interaction. However, the
recognition is often limited to pairs like joy and sadness [2],
or simply to positive or negative emotions.

Ptaszynski [3] presented a prototype method capable of
specifying user emotions in a more sophisticated way than
simple valence classification. The method is based on a ten
type-classification of emotions in the Japanese language
proposed by Nakamura [4]. Moreover, it does not only spe-
cify what type of emotion was expressed, but also deter-
mines whether the emotion is appropriate for the context it
appears in. The method uses Ptaszynski’s affect analysis and
annotation system, ML-Ask [5], for recognition of emotions
and Shi’s Web mining technique [6] for gathering emotive
common sense from the Internet.

However, the method in its primary form, as presented by
Ptaszynski [3], was not perfect. The affect analysis system
ML-Ask was lacking in database of emotemes (emotiveness
indicators), which was gathered manually, as well as emotive
expressions, which was based on an out-of-date dictionary
[4]. In the Web mining technique, the processing time was
several minutes for one utterance therefore it could not be
applied as a real time system. This all was the reason the
accuracy, even after several improvements [7, 8], was not
exceeding 70%. Finally, the method was able to determine
whether the emotion expressed by a user was appropriate for
the context, but it was not able to determine what conversa-
tional strategy should be undertaken in a certain situation.

To solve the mentioned above problems of the interme-
diary systems, improve the overall accuracy of the emotion
appropriateness verification method and to supplement it
with a procedure determining the conversational strategy for
each case, we decided to gather and present our plans for
further improvements. The plans contain using several cor-
pora, such as Amazon reviews, Web as corpus and two cor-
pora of natural conversations, to improve the method and
provide conversational strategies for its implementation into
a conversational agent.

2. Improving ML-Ask

As it was mentioned above, there were two main problems
with the affect analysis system ML-Ask. The first one was
lacks in the database of emotemes (syntactical indicators of
emotiveness). Since the database was gathered manually, it
is possible that some of its elements were classified incor-
rectly and there might still be many elements not recognized
as emotemes. The second problem was with emotive expres-
sions database which, based on an out-of-date dictionary [4],
did not contain many of the modern expressions, especially
those used in small talks.

2.1. Refining Emotemes

For refining emotemes we plan to perform corpus statis-
tics of online reviews available on online shops, like Ama-
zon!, in a similar way to Potts and F. Schwarz [9], who ex-
tracted n-gram tokens from Amazon online product reviews.

! http://www.amazon.co.jp/

The advantage of such corpora is that its already annotated.
A five-star rating system of Amazon provides annotation of a
product from very bad (1), through neutral (3), to very good
(5). The rating is accompanied with a comment review being
a linguistic representation of the user’s sentiment

Such corpus will be processed by MeCab to extract parts
of speech and divided into n-gram phrases. We plan to sepa-
rate from unigrams to the largest significant n-gram groups.
According to Potts, the tokens, with the highest emotive load
appear in the largest numbers in 5-star and 1-star reviews,
and their concordances form through the corpus a “J-shape”,
a “U-shape” or a “reversed J-shape”, respectively for tokens
with a tendency to be positive, balanced and negative.

The operation described above will provide us a list of
words and phrases — candidates for emotemes. We will com-
pare this list with the manually gathered database of emo-
temes and the elements appearing in both collections will be
confirmed as certain emotemes and be left in the database.
As for the emotemes not appearing on the list of candidates
as well as for the new candidates not appearing in the pri-
mary database, we will perform a second evaluation. Firstly
we plan to extract 30 sentences for one element (10 sen-
tences from each of three different corpora, KWIC by Yoshi-
hira et al. [10] using Web as corpus, BTS Corpus of natural
conversations [11], and Nagoya University Conversational
Corpus?). Having the sentences extracted we will ask lay-
people in a questionnaire a question like “Do you think that
the author of this utterance made it conveying emotions with
it, or was he neutral?”. The elements that have passed this
evaluation will be included in the database and the rest will
be discarded. The operations above will provide us a well
refined database of emotemes.

2.2. Disambiguation of Emotemes

After refining the emotemes, we need to disambiguate what
emotion type each of them express. The ten-type-classification
of emotions [4] is mapped on a 2-dimensional model of affect
[12] in a way as proposed by Ptaszynski [3]. The previous
experiment, apart from emoteme refining provides us the in-
formation on whether an emoteme is used with positive or
negative bias (“J-shape” or “reversed J-shape” respectively).
This will be the first type of information used in disambigua-
tion. The second type of information will be gathered as fol-
lows. We will take 300 sentences (100 for every corpus) for
each element from the refined and expanded databases of
emotemes and emotive expressions. If there is less then 100
sentences for an element, all existing ones will be used.

Having the sentences extracted, we will check: 1) what
emotion types appear most often for the sentences with every
emoteme; and 2) what emotemes appear most often in the
sentences with each emotion type. This will give us the sta-
tistics on what are the most probable emotions expressed
when using the particular emoteme. The results of the two
statistics will be added, since they complement one another.
During analysis of an utterance, the system will compare all
of the probable emotion type lists for all emotemes appear-
ing in the utterance and choose the emotion types appearing
most often as the most probable candidates for the emotions
expressed in the utterance.

2 http://tell.fll.purdue.edu/chakoshi/public.html



2.3. Refining Emotive Expression Database

To refine the emotive expression database, we will check
the concordance of every emotive expression from the data-
base in all four corpora (Amazon, KWIC, BTS and Nagoya
Univ.). The expressions not appearing at all in any of them,
will be also double checked on the whole Web and the ones
which do not appear at all will be discarded from the data-
base. This operation will refine the out-of-date expressions
in the present database. However, we will not delete them
completely, but put them in an “out-of-date folder”, since
they might be useful in analyzing older texts.

2.4. Expanding Emotive Expression Database

To expand the database of emotive expressions [4], which
is already out-of-date and does not include many present
expressions, we will use the emotemes which are used with
only one, specified type of emotion and the ones used con-
sequently with emotions from one part of Russell’s space
[12]. Next, we will again use 300 sentences from the 3 cor-
pora for each emoteme, as in section 2.2. From those sen-
tences we will extract the most frequent syntactical patterns.
The unique expressions appearing in the patterns, including
the parts of speech and phrases, as listed by Ptaszynski [5],
will be the candidates for the new emotive expressions. The
sentences including those candidates will be evaluated in a
questionnaire in which we will ask laypeople a sentence, like
“Do you agree that this sentence expresses [emotion type]?”
This evaluation will provide us the refined list of new emo-
tive expressions, which will enrich the database.

3. Improving Web Mining Technique

One of the disadvantages of Shi’s Web mining technique
[6] was that it was taking over several minutes to process
one sentence. We will deal with this problem by making a
standalone version of the system.

With use of HyperEstraier ®, we will gather a large-scale
corpus build from the contents of homepages containing the
elements from the database of emotive expressions. This
should be able to provide us a fast, stand-alone Web mining
system with the efficiency comparable to the present one.
The use of HyperEstraier might even improve the efficiency
since the present system uses as the corpus the Internet,
which contains lots of nose.

We also plan to create a separate database of events asso-
ciated with certain emotions, with expandable context. For
example, a context of the phrase “Having a dinner” could be
restrained to “Having a dinner with friends” or “-alone” and
the list of emotions associating with each restrained context
would be different (e.g. joy and loneliness respectively).

4. Extracting Conversational Strategies

Solomon [13] argues that emotions are, first of all, en-
gagements with the world and strategies people learn to per-
form when dealing with the world around them. When it
comes to language and, especially to conversation, the ex-
pressions of emotions can be realized by different conversa-
tional strategies. Since one of our goals is to implement the
system to the conversational agent it is then necessary to
verify, what conversational strategies are used to express
which types of emotions and which of them are desirable
during the interaction in cases when the expressions of emo-
tions are either appropriate or inappropriate. We will use the
set of conversational strategies for the Japanese language
distinguished by Nakai et al. [14]. The two conversational
corpora (BTS and Nagoya Univ.) will be analyzed by
ML-Ask and the appropriateness of the specified emotions
will be verified by the Web mining technique. The verificat-
ion will be evaluated by laypeople in a similar way as in
Ptaszynski [3]. We will check what conversational strategies
interlocutors exchange after what types of emotions includ-
ing the information about the appropriateness of those emo-
tions. This data will be used to generate utterance patterns in
the conversational agent. As a model we plan to use the sys-
tem by Higuchi et al. [15], including its improvements, e.g.
the one by Dybala [16], who successfully added to the base-
line system a pun generator.

® http://hyperestraier.sourceforge.net/index.html

5. Conclusions

In this paper we presented a set of ideas for improving a
new method for discovering what are the emotions con-
veyed by a user in an utterance and whether they are ap-
propriate for the context they are used in. The planned im-
provements include using of different corpora, such as
Amazon reviews, Web as corpus and two corpora of natural
conversations. By the use of the conversational corpora we
also plan to extract conversational strategies for further
implementation of the system into a conversational agent.
After implementing the improvements described in this
paper we also plan to use our system to compare different
conversations, to check the differences in use of the emo-
tive language between people in the same and different age,
sex, or on the same and different social levels (e.g. between
a teacher and a student and between two students).
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