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Abstract
In this paper we introduce a novel pattern-based language modeling method. The method builds upon present standards for
language modeling and extends them by lifting all of the limitations presupposed by strict definition of a pattern as language
entity. In particular, pattern in the proposed method is loosely defined as any frequently appearing ordered combination of
sentence elements. By defining a pattern this way we allow extraction of all possible language patterns, beginning with single
words, through phrases, ending on sophisticated patterns representing a specific writing style. We discuss the advantages and the
constraints for the use of this method and present the so far applications of the method as well as those planned in the near future.

1 Introduction

Language modeling refers to a set of basic techniques
in Natural Language Processing (NLP). It is crucial to
most of NLP applications, including final word predic-
tion [1], language identification [2], information retrieval
[3], speech recognition [4], machine translation [5], part-
of-speech (POS) tagging [6], spelling correction [7], or
more recently sentiment analysis [8].

However, despite such a wide applicability, there has
been little progress within the language modeling tech-
niques themselves. There have been only two to three
general methods for language modeling, while most re-
search applies the most basic ones, such as bag-of-words
(BOW) model or n-gram model. Although some more so-
phisticated models have been proposed, such as the skip-
gram model, they too are bound with major constraints
hindering the thorough analysis of language phenomena.
Moreover, none of the more sophisticated language mod-
eling methods has been widely recognized or frequently
applied to real world tasks.

In the language modeling method proposed in this re-
search we lift all of the limitations presupposed by pre-
vious models, which assume strict and limited definition
of a pattern as a language entity. In particular, we define
“language pattern” loosely as any frequently appearing
ordered non-repeated combination of sentence elements.
By applying this flexible definition of a language pat-
tern we allow extraction of all possible language patterns,
including single words, as in the BOW model, through
phrases, as in the n-gram model, ending on sophisticated
patterns with disjoint elements. Moreover, to prove the
advantage of our model we have already applied it to var-
ious tasks and compared with other language models.

The outline of the paper is as follows. Firstly, section
2 describes other research related to ours, both in the area
of language modeling as well as pattern extraction. Sec-
tion 3 describes the language model proposed in this re-
search. Section 4 describes the tasks in which the model
has already been applied. Finally the paper is concluded
in section 5 with comments on applications planned in
the near future.

2 Related Research
2.1 Language Modeling
When it comes to language modeling, there have been a
small number of formulated and well established meth-
ods.

For example, the bag-of-words (BOW) model [9], a
piece of text or document is perceived as an unordered
set of words. BOW thus disregards grammar and word
order. Recently there has been proposed a more gen-
eralized BOW model with semantic concepts instead of
words (bag-of-concepts) [10]. The general rule however
remains the same, namely, disregarding the order of el-
ements within input (e.g., order of concepts within sen-
tence), and longer strings of elements (e.g., phrases).

An approach in which word order is retained is called
the n-gram approach, first proposed by Shannon [11] over
half a century ago, while basis for which, in terms of
probabilistic theory, was formulated by Markov [12] over
one hundred years ago. This approach perceives a given
input (sentence) as a set of n-long ordered sub-sequences
of words. This allows matching the words while retain-
ing the sentence word order. However, the n-gram ap-
proach when applied to language, allows only for simple
sequence matching, while disregarding the structure of
the sentence. Although instead of words one could repre-
sent a sentence with parts of speech (POS), dependency
structure, or semantic relations between concepts, the n-
gram approach still does not allow extraction or matching
of more sophisticated patterns than the subsequent strings
of elements.

An example of such pattern, more sophisticated than
n-gram, can be explained as follows. A sentence in
Japanese Kyō wa nante kimochi ii hi nanda ! (What a
pleasant day it is today!) contains a pattern nante * nanda
!1. Similar cases can be easily found in other languages,
for instance, in English or Colombian Spanish. An ex-
clamative sentence “Oh, she is so pretty, isn’t she?”, con-
tains a pattern “Oh * is so * isn’t *?”. In Colombian
Spanish, sentences “¡Qué majo está carro!” (What a nice
car!) and “¡Que majó está chica!” (What a nice girl!)
contain a common pattern “¡Que majó está * !” (What a

1Equivalent of wh-exclamatives in English [13, 14]; asterisk “*”
used as a marker of disjoint elements.



nice * !). With another sentence, like “¡Qué porquerı́a
de pelı́cula!” (What a crappy movie!) we can obtain a
higher level generalization of this pattern, namely “¡Que
* !” (What a * !), which is a typical example of a wh-
exclamative sentence pattern [14, 15]. The existence of
such patterns in language is common and well recog-
nized. However, it is not possible to discover such subtle
patterns using only n-gram approach.

This disadvantage of standard language models has
been recognized and some modifications have been pro-
posed.

For example, an interesting improvement of the BOW
model, the positional language model, was proposed by
Lv and Zhai [16]. While standard BOW model uses word
occurrence frequencies, positional language model takes
advantage of word positions within a document. This al-
lows for example comparing documents more effectively.
The method is interesting in the sense that it proposes a
novel way the statistics of single words are calculated,
introducing a notion of word position within a document.
Unfortunately, this model still deals with single words,
although it retains information on a general word order.

A language model which was aimed to go beyond
BOW and n-grams is called the skip-gram model (some-
times also called skipped n-gram or distanced n-gram). It
assumes that some words within an n-gram do not neces-
sarily have to refer to adjacent words within a sentence,
but some elements can be skipped over. The general def-
inition of skip-gram model is very promising. In theory
it should allow extraction of most of frequent language
patterns from a corpus. Unfortunately the model has not
been examined thoroughly enough to assume all possi-
ble variations. The major drawbacks in research studying
skip-gram modeling include for example, assuming that
the skip can appear only in one place [17]. The above
examples in different languages clearly indicate that fre-
quent and easily recognizable language patterns can con-
sist of elements, some of which appear on the beginning
of a sentence, some in the middle, and some on the end,
with multiple gaps between them. Even if the model is
artificially improved, and multiple places of skips are al-
lowed, the same number of skips needs to be retained
for each gap. In particular, a 2-skip-3-gram can only
allow 2 skips between the elements, which means that
the model would necessarily loose all such patterns for
which, for example, first gap has 2-skips, and second
has 5-skips. The final and the most influential drawback
of the model lies within the generic definition of skip-
gram itself. The model assumes the full control of the
skip-length (or that the length of skip is always prede-
termined). Thus 2-skip-3-gram and 3-skip-3-gram con-
sisting of the same elements (words) are represented as
different entities and can never refer to the same pattern
in a corpus. This assumption is non-instinctive, since one
can easily imagine that the same pattern appearing in two
sentences of different length will be separated by gaps of
different sizes. To illustrate this problem in Table 1 we
compare which of the above-mentioned language models
is capable of discovering particular patterns present in the
two sentences below. The last column on the right rep-
resents capability of the method proposed in this paper,
based on the idea of Language Combinatorics (LC).

(1) John went to school today.
(2) John went to this awful place many people
tend to generously call school today.

Finally, in all previous research on skip-grams the model

Table 1: Comparison of capabilities of different language mod-
els to capture certain patterns from the corpus containing two
sentences, (1) and (2) (© = capable, × = incapable).

pattern
model

BOW n-gram skip-gram LC

John © © © ©
John went × © © ©
John * to × × © ©
John * school × × × ©
John * to * today × × × ©

was not studied for entities longer than 4-elements [18].
Only recently a research on 5-element-long skip-grams
has been proposed [19].

The language modeling method presented in this pa-
per is capable of dealing with any of the sophisticated
patterns. This is due to the fact that we define the sen-
tence pattern as any ordered non-repeated frequently
occurring combination of sentence elements. This way
we can extract all frequent meaningful linguistic patterns
from unrestricted text.

Moreover, differently to previous research, we focus
more on the possible applications and apply the method
to various tasks from the areas of automatic pattern ex-
traction and text classification.

2.2 Pattern Extraction
Generating a model of language can be interpreted as au-
tomatic extraction of frequent patterns appearing within a
specified corpus (text collection). With this regard, some
of the research related the most to ours include Riloff
1996 [20], Uchino et al. 1996 [21], Talukdar et al. 2006
[22], Pantel and Pennacchiotti 2006 [23] or Guthrie et al.
[18]. Riloff [20] proposed AutoSlog-TS system, which
automatically generates extraction patterns from corpora.
However, their system was created using manually anno-
tated corpus and a set of heuristic rules, while “patterns”
in their approach were still equivalent to n-grams. Uchino
et al. [21] used basic phrase templates to automatically
expand the number of template patterns with application
to machine translation. They also focused only on n-gram
based patterns. Talukdar et al. [22] proposed a context
pattern induction method for entity extraction with pat-
terns more sophisticated than n-grams. In their research
the seed word set was provided manually with the extrac-
tion limited to the patterns neighboring the seed words.
Therefore the patterns in their research were separated
with one word inside the pattern. Espresso, a system us-
ing grammatical information in pattern extraction was re-
ported by Pantel and Pennacchotti [23]. Espresso used
generic patterns (e.g. “is-a” or “part-of”) to automatically
obtain semantic relations between entities. Although the
patterns used by Espresso were not limited to n-grams,
they were very generic and were provided to the system
manually.

In comparison with the above mentioned methods, our
method is advantageous in several ways. Firstly, we
aimed to fully formalize and automatize the process of
generation of patterns and extraction of frequent patterns.
Secondly, we dealt with patterns more sophisticated than
n-grams, or generic separated patterns.



3 Pattern Based Language Model-
ing Method

We assumed that applying sophisticated patterns with dis-
joint elements should provide better results than the usual
BOW, n-gram, or skip-gram approach. We defined such
patterns as ordered non-repeated combinations of sen-
tence elements. Thus frequent patterns of this kind could
be extracted automatically by firstly generating all pos-
sible ordered non-repeated combinations of sentence el-
ements and verifying their occurrences within a corpus.
Algorithms using combinatorial approach, sometimes
called brute-force search algorithms, generate a massive
number of combinations - potential answers to a given
problem. Brute-force approach often faces the problem
of exponential and rapid growth of function values dur-
ing combinatorial manipulations. This phenomenon is
known as combinatorial explosion [24]. Since this phe-
nomenon often results in very long processing time, com-
binatorial approaches have often been disregarded. We
assumed however, that combinatorial explosion can be
dealt with on modern hardware to the extent needed in
our research. Moreover, optimizing the combinatorial ap-
proach algorithm to the specific requirements of a given
problem should shorten the processing time making the
method advantageous in language processing task.

Based on the above assumptions we propose a method
for pattern-based language modeling, realize the method
within the Sentence Pattern Extraction arChitecturte
(SPEC) [25] and apply it in the tasks of automatic extrac-
tion of frequent sentence patterns and text classification.

In the method, firstly, ordered non-repeated combina-
tions are generated from all elements of a sentence. In ev-
ery n-element sentence there is k-number of combination
clusters, such as that 1 ≤ k ≤ n, where k represents all
k-element combinations being a subset of n. The num-
ber of combinations generated for one k-element cluster
of combinations is equal to binomial coefficient, repre-
sented in equation 1. In this procedure the system cre-
ates all combinations for all values of k from the range of
{1, ..., n}. Therefore the number of all combinations is
equal to the sum of all combinations from all k-element
clusters of combinations, like in equation 2. Furthermore,
all non-subsequent elements are separated with a wild-
card (asterisk “*”).(

n

k

)
=

n!

k!(n− k)!
(1)

n∑
k=1

(
n

k

)
=

n!

1!(n− 1)!
+

n!

2!(n− 2)!
+...+

n!

n!(n− n)!
= 2n−1

(2)

To apply the method to text classification, for all pat-
terns generated this way the number of repetitions, or
their occurrences O are used to calculate their normal-
ized weight wj according to equation 3, as a ratio of all
occurrences of a pattern in one corpus Opos to the sum of
occurrences in two compared corpora Opos +Oneg .

The weights are normalized to fit in range from +1
(representing patterns found uniquely in the first of the
corpora) to -1 (patterns found uniquely in the second cor-
pus). The normalization is achieved by subtracting 0.5
from the initial score and multiplying this intermediate
product by 2. The score of one sentence is calculated as a
sum of weights of patterns found in the sentence, like in
equation 4.

wj =
( Opos

Opos +Oneg
− 0.5

)
∗ 2 (3)

score =
∑

wj , (1 ≥ wj ≥ −1) (4)

4 Applications
This section describes the so far applications of the model
to various text classification tasks.

At the time of writing, there have been five papers pre-
sented at different conferences written with the use of
SPEC. One of the research analyzes emotive (emotionally
loaded) and non-emotive sentences. Firstly Ptaszynski et
al. [26] performed preliminary investigation of such sen-
tences with the use of SPEC. The extended analysis in-
cluding was performed by Ptaszynski et al. [27]. Finally,
the most thorough and detailed analysis with additional
experiments was performed by Ptaszynski et al. [28]. In
this research the pattern-based modeling method helped
confirm that completely automatic approach to extraction
of emotional patterns from sentences can give similarly
good results to state-of-the-art tools developed manually.

In a different research Ptaszynski et al. [29], the SPEC
system was applied in a conversation analysis task to find
similarities in conversations (in Japanese) between inter-
locutors of different age, gender, social distance and sta-
tus. The system extracted several linguistic rules (con-
firmed with statistical significance) some of which were
previously unknown. In particular, SPEC extracted pat-
terns characteristic for specific social distance between
the interlocutors (friends or unrelated). For example, a
pattern s̄o s̄o s̄o! (affirmative interjectional expression
meaning “yes, yes that’s right!”), although not containing
any social distance-specific vocabulary per se, in actual
language use was used in friend-friend conversations, and
did not appear at all in conversations between people who
first-met. On the other hand a pattern similar in meaning
hai hai hai (“yes, yes, yes”) was used in first-met conver-
sations, but did not appear in friend-friend conversations.

In another research Nakajima et al. [30] the sys-
tem was applied in analysis of future related expressions
for the task of future prediction from trend information.
The experiments performed with the use of the system
helped prove that sentences referring to the future con-
tain frequent patterns, while patterns in other sentences
(non-future related, such as present, past or not time re-
lated) are sparse and scattered. This proved that “future-
referring sentences” can be treated and analyzed as one
separate kind of sentences. This discovery helped Naka-
jima et al. choose appropriate methods for further analy-
sis of their data (e.g., grounded in linguistics rather than
in information extraction, or data mining).

5 Conclusions and Future Work
We introduced a novel pattern-based language modeling
method. By allowing a loose definition of a language
pattern as any frequently appearing ordered non-repeated
combination of sentence elements the method lifts all of
the limitations in previous language modeling methods.
We presented a general formulation of the method, dis-
cussed its advantages when compared to previous lan-
guage modeling methods and presented all so far appli-
cations.



In the near future we plan to further apply the method
to other text classification tasks, not limited to binary
classification. We also plan to analyze the behavior of dif-
ferent classifiers when trained on patterns extracted with
the proposed method.
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