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ABSTRACT II. UPDATING DATABASE OF

We present a set of ideas for improving the verification of emotion appropriateness in Japanese language. EMOTIVE EXPRESSIONS
Emotion appropriateness verification is a new method for discovering not only what are the emotions

conveyed by a user in an utterance also whether they are appropriate for the context they are used in. We
present ideas to improve this method with the use of several corpora. The corpora we plan to use are
Amazon reviews, Web as corpus and two corpora of natural conversations to improve the method and
provide conversational strategies for implementation of the method into a conversational agent.

1. REFINING EMOTIVE EXPRESSIONS:
-Check the concordance (hit rate) of every emotive expression from the
data-base in Amazon and all three corpora.
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