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Motivation

➢“All of the biggest technological inventions created by man - the 
airplane, the automobile, the computer - says little about his 
intelligence, but speaks volumes about his laziness. “  ― Mark Kennedy 

➢ “Efficiency is intelligent laziness.”  ― David Dunham 

➢“Progress isn't made by early risers. It's made by lazy men trying to find 

easier ways to do something.”  ― Robert A. Heinlein 

➢“I don't think necessity is the mother of invention. Invention . . . arises 

directly from idleness, possibly also from laziness. To save oneself 
trouble.”  
     ― Agatha Christie, An Autobiography 

➢“Laziness is the first step towards efficiency.” ― Patrick Bennett



Motivation

• History of mankind is based on laziness. 
   “Where else can we save ourselves trouble?”
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Motivation

• History of mankind is based on laziness. 
   “Where else can we save ourselves trouble?” 
• Automation – the keyword “What else can we automate?” 

Can we automate the 
process of research?



Motivation

Research process 
• creative part (preparing descriptions of research 

background, literature review, discussion and detailed 
analysis of the results of experiments) 

• non-creative part (laboriously preparing data for 
experiments, conducting the evaluation experiments, step-
by-step manually changing feature sets to train and test 
classifiers, from the experiment results preparing tables, 
graphs, or descriptions of the results for the use in 
technical reports and scientific papers,  
 
Non-creative part of everyday research drill – laborious 
because requires the most of researcher's focus and 
precision



Motivation

People usually automate the non-creative part 
(laborious), and not the creative part (pleasant) 
- Automated calculation process, but not what we use 

the calculations for 
- Automated buying the drink  but not drinking it 
- Automated going to the theatre, but not watching 

the show 
Non-creative - Laborious for us – easy for computers/
machines 
Creative – pleasant for us difficult for computers



Background

• Weka (http://www.cs.waikato.ac.nz/ml/weka/ ) 
• Wide range of machine learning algorithms; can be used as a 

stand-alone software, or can be called from a custom Java 
code to analyze data on the fly; allows data preprocessing, 
classification or clustering; provides simple visualizations of 
results; widely used. 

• Needs especially prepared files with measurements in 
appropriate columns and cannot deal with plain unprocessed 
data (unprocessed collections of sentences, etc.); does not 
provide graphs in the format easily applicable in a research 
paper; does not provide natural language descriptions of 
results.

http://www.cs.waikato.ac.nz/ml/weka/
http://www.cs.waikato.ac.nz/ml/weka/


Background

• Nanba et al. (2000)  
• Automatic generation of literature review 
• Extracting from research papers short passages - summaries 

describing the essence of a paper. 
• Dealt with automation of the creative part of research 
• No further development.

Hidetsugu Nanba, Noriko Kando and Manabu Okumura. 2000. Classification of research papers using citation 
links and citation types: Towards automatic review article generation. In Proceedings of 11th ASIS SIG/CR 
Classification Research Workshop, pp. 117-134. 



Background

• Shibata and Kurohashi (2005)  
• Automatically generated summary slides from texts.  
• Itemizing topic and non-topic parts extracted from 

syntactically analyzed text  
• Similar to creating presentation slides from a scientific paper 

(one of our future tasks) 
• In our method the parts created by the system are already 

grouped, which could help in the itemization. 

Tomohide Shibata and Sadao Kurohashi. 2005. Automatic slide generation based on discourse 
structure analysis. In Proceedings of IJCNLP 2005. Springer Berlin Heidelberg, pp. 754-766. 



Background

• Anonymous researchers involved in a campaign against dubious 
conferences - interesting, although not quite scientific 
(https://sites.google.com/site/dumpconf/ ) 

• Generated pseudo-scientific papers by picking up random parts 
of actual papers  

• Submitted fake-papers to specific conferences to verify review 
process  

• Got accepted to the conferences 
• Conclusion: review process of some conferences is not of the 

highest quality.  
• Similar attempts in the future should consider the reputation 

and renown of the target conferences.

https://sites.google.com/site/dumpconf/
https://sites.google.com/site/dumpconf/
https://sites.google.com/site/dumpconf/


System Description

SPASS, or Scientific Paper Writing Support 
System  

1. Prepare data for experiment 


2. Conduct the experiment under the conditions selected by 

user 


3. Summarize results and prepare materials for a paper



System Description

• User input 
• Text classification and analysis tasks.  
• At present - up to two datasets (binary classification, 

“positive” and “negative”, but not limited to sentiment 
analysis) 

• The user needs to prepare two separate files with sentences.  
• The rest is done “with one click”.  
• If the input consists of only one corpus the system will simply 

produce the most frequent patterns for the corpus. 



System Description

• Dataset Preprocessing  
• User can provide data on different level of abstraction 


• Tokenization: All words, punctuation marks, etc. are 
separated by spaces.  

• Parts of speech (POS): Words are replaced with their 
representative parts of speech.  

• Tokens with POS: Both words and POS information is included 
in one element.  

• Lemmas 
• Lemmas with POS



System Description

Preprocessing example (Japanese)  










Sentence: 今日はなんて気持ちいい日なんだ！
Transliteration: Kyōwanantekimochiiihinanda!

Translation: What a pleasant day it is today!

  Preprocessing examples

1. Tokens: Kyō wa nante kimochi ii hi nanda !

2. POS: N  TOP  ADV  N  ADJ  N  COP  EXCL

3. Tokens+POS: Kyō[N] wa[TOP] nante[ADV] kimochi[N] 
ii[ADJ] hi[N] nanda[COP]   ![EXCL]



System Description

• Experiment Setup Preparation Module  
• Launch: one command  
 $ bash main.sh  

• Options 
• n-fold cross validation by adding parameter 
 $ bash main.sh 5 (5-fold cross validation, default = 
10) 
• parameter: 1 (test data = training data) 
• parameter: -loo (leave-one-out) 



System Description

• Pattern List Generation Module – all n-grams  


• Weight calculations 
• Normalized 
• Awarding length  
• Awarding length and occurrence



System Description

• Pattern List Generation Module – all n-grams  


• Pattern list modifications 
• Original pattern list 
• Erasing all ambiguous patterns,  
• Erasing zero-patterns (ambiguous 

patterns which appear in the same  
number on both sides). 

…  
1.0000:ー 

1.0000:し
1.0000:～
0.6923:よ
0.6667:だ 

0.2000:に
0.2000:な
0.0182:。
0.0000:一緒 に
0.0000:ね 。
0.0000:から
0.0000:本
-0.0833:が
-0.1111:を
-0.2000:一緒 

-0.6364:た 。
-1.0000:が すい た 。
-1.0000:い ます 。
-1.0000:が すい た 

…



Experiment setup

Data is never 
perfectly 
balanced.

Pattern List Modification 
1. All patterns 
2. Zero-patterns deleted 
3. Ambiguous patterns deleted

10-fold Cross Validation

Weight Calculation Modifications 
1. Normalized 
2. Award length 
3. Award length and occurrence

Automatic threshold setting

One experiment = 
140 runs



System Description

• Text Classification Module  


• Using weights of patterns calculate score for new input 
sentences 

• Now – simple classifier 



• In future add other classifiers (kNN, NN, SVM)



System Description

• Contingency Table Generation Module 

scores
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System Description

• Contingency Table Generation Module  
• LaTex Table Generation Module  
• Graph Generation Module  
 Gnuplot (http://www.gnuplot.info/ )

http://www.gnuplot.info/
http://www.gnuplot.info/


System Description

• Contingency Table Generation Module  
• LaTex Table Generation Module  
• Graph Generation Module  
• Result Analysis and Sentence Template Generation Module  


“When it comes to [weight calculations / pattern list 
modifications / ...], the highest [BEP / balanced F-score / 
Accuray / ...] was achieved by [zero\_deleted / ambiguous
\_deleted / ...]”. 



System Description

• Contingency Table Generation Module  
• LaTex Table Generation Module  
• Graph Generation Module  
• Result Analysis and Sentence Template Generation Module  
• Most Useful Pattern Extraction  
  Module  
 Useful in corpus linguistics

Emotive Non-emotive
freq.  example freq  example 

14  、＊た 11  い＊。
12  で 8  し＊。
11  ん＊。 7  です。
11  と 6  は＊です
11  ー 6  まし＊。
10  、＊た＊。 5  ました。
9  、＊よ 5  ます
9  、＊ん 5  い
8  し 4  です＊。
7  ない 3  この＊は＊。
7  ！ 3  は＊です。
6  ん＊よ 3  て＊ます
6  、＊だ 3  が＊た。
6  ちゃ 3  美味しい
6  よ。 3  た。
5  だ＊。 2  た＊、＊。
5  に＊よ 2  せ
5  が＊よ 2  か
5  ん 2  さ



Evaluation

• No GUI 
• One command -> everything done automatically = Nothing to 

ask users about usability features 
• How to evaluate??



Evaluation

• No GUI 
• One command -> everything done automatically = Cannot ask 

users about usability features 
• How to evaluate?? 


1. Talk to users, ask their opinions 
2. Use the system to perform research and get paper accepted 

(practical evaluation)



Evaluation

• User opinions 


• “Add features/options” 


• Statistical significance calculation between all results 
• E-mail notification 
• Partial generation of presentation slides



Evaluation

• Practical evaluation
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Analyze emotional and non-
emotional sentences. 
Finding: completely 

automatic approach to 
extraction of emotional 

patterns can yield similarly 
good results to tools 
developed manually. 

analysis of future related 
expressions for the task of 
future prediction from trend 
information. 

Conversation analysis task 
to find similarities between 
interlocutors of different 
age, gender, social distance 
and status. The system 
extracted several linguistic 
rules (confirmed 
statistically) which were 
previously unknown.



Conclusions

• Research is a process requiring consisting of 
• creative tasks (literature review, writing a  convincing discussion) 
• laborious non-creative tasks (data preparation, performing the 

experiments, preparing tables or graphs) 
• Computers, poor at creative tasks, but good at laborious non-creative tasks 

should help researchers focus on the creative part of research 
• We developed SPASS - a system which helps performing the laborious part of 

research.  
• SPASS : 

• prepares the data for the experiments 
• automatically performs the experiments 
• from the results calculates the scores according to different measures 

(Precision, Recall, etc.) 
• creates tables in LaTex template containing all results 
• draws graphs informatively comparing each groups of results 
• generates descriptions of those results using sentence templates 

• Does all that with a single command. 



Future Work

• In the near future we plan to upgrade the system and implement additional 
functions: 

• add various classification algorithms for more thorough evaluation. 
• include automatic calculation of statistical significance of results. 
• perform n-fold cross validation multiple times to further improve the 

objectivity 
• add e-mail notification about the finalization of the experiment 
• perform automatic summarization of sentence templates to increase the 

readability and informativeness of the descriptions.  
• add generation of presentation slides in LaTex template from the results 

description. 
• handle multi-label data 



THANK YOU FOR YOUR 
ATTENTION!

 Michal Ptaszynski Kitami Institute of Technology

ptaszynski＠ieee.org 
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