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◦ Statistical representation of a piece of language data
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Sentence = set of n-long ordered sub-sequences 
of words.

The dog bit the man

2grams: 
the dog  |  dog bit  |  bit the  |  the man

3grams:
the dog bit  |  dog bit the  |  bit the man

4grams:
the dog bit the  |  dog bit the man

• C. E. Shannon. 1948. A Mathematical Theory of Communication, The Bell System Technical Journal, Vol. 27, pp. 379-423 (623-656), 1948.
• A.A. Markov. Extension of the limit theorems of probability theory to a sum of variables connected in a chain. Reprinted in Appendix B of: R. 

Howard. 1971. Dynamic Probabilistic Systems, Vol. 1: Markov Chains. John Wiley and Sons.
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Problem definition

ああ、今日はなんて気持ちいい日なんだ！
(Oh, what a pleasant day today, isn’t it?)

This sentence contains the pattern: 

ああ ＊ なんて ＊ なんだ！ (Oh, what a * isn’t it?)

1. This pattern cannot be discovered with n-gram approach.

2. This pattern cannot be discovered if one doesn’t know what to look for.

Need to find a way to extract such frequent sophisticated patterns 

from corpora.

*) pattern = something that frequently appears in a corpus (more than once).
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In Proceedings of the 52nd Annual Meeting of the Association for Computational Linguistics (ACL 2014), pp. 1145-1154.
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To do this 
you need to…
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Solution & 
simplification: 
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SPEC – Sentence Pattern Extraction arChitecture

Sentence pattern = ordered non-repeated combinations of sentence elements.

For 1 ≤ k ≤ n , there is all possible k-long patterns, and

• Michal Ptaszynski, Rafal Rzepka, Kenji Araki and Yoshio Momouchi. 2011. Language combinatorics: A sentence pattern extraction 
architecture based on combinatorial explosion. International Journal of Computational Linguistics (IJCL), Vol. 2, Issue 1, pp. 24-36.
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Extract patterns from 
all sentences and 

calculate occurrence.

• Michal Ptaszynski, Rafal Rzepka, Kenji Araki and Yoshio Momouchi. 2011. Language combinatorics: A sentence pattern extraction 
architecture based on combinatorial explosion. International Journal of Computational Linguistics (IJCL), Vol. 2, Issue 1, pp. 24-36.



Language combinatorics

SPEC – Sentence Pattern Extraction arChitecture

Sentence pattern = ordered non-repeated combinations of sentence elements.

For 1 ≤ k ≤ n , there is all possible k-long patterns, and

Normalized pattern weight

Score for one sentence

• Michal Ptaszynski, Rafal Rzepka, Kenji Araki and Yoshio Momouchi. 2011. Language combinatorics: A sentence pattern extraction 
architecture based on combinatorial explosion. International Journal of Computational Linguistics (IJCL), Vol. 2, Issue 1, pp. 24-36.

And then 
classify/
compare  
emotive 

sentences 
with non-
emotive



Language combinatorics

SPEC – Sentence Pattern Extraction arChitecture

Sentence pattern = ordered non-repeated combinations of sentence elements.

For 1 ≤ k ≤ n , there is all possible k-long patterns, and

Normalized pattern weight

Score for one sentence

• Michal Ptaszynski, Rafal Rzepka, Kenji Araki and Yoshio Momouchi. 2011. Language combinatorics: A sentence pattern extraction 
architecture based on combinatorial explosion. International Journal of Computational Linguistics (IJCL), Vol. 2, Issue 1, pp. 24-36.



Language combinatorics
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4. Language 
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Sentence = some words within an n-gram can be 
skipped over

(1) John went to school today.
(2) John went to this awful place many people
tend to generously call school today.

John went  👍

went to 👍

John * to 👍

John * school 👍

John * to * today 👍
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Applications

1. Emotive / non-emotive [50 emotive and 41 non-emotive]

2. Future reference sentences [130 + 130 sentences]

3. Cyberbullying [1500 + 1500 sen.]

4. Conversations (male / female, social distance close / far, 
students / adults, …) [4000 sen., 6000 sen.]

5. Detection of depressive tendencies [10,000 sen.]

6. Determining specific emotions (joy, anger, fear, …) 
[~100 sen. x 10 classes (multiclass)]

• Michal Ptaszynski, Fumito Masui, Rafal Rzepka, Kenji Araki. 2014. Automatic Extraction of Emotive and Non-emotive Sentence Patterns, In Proceedings of The Twentieth Annual Meeting of 
The Association for Natural Language Processing (NLP2014), pp. 868-871, Sapporo, Japan, March 17-21.

• Michal Ptaszynski, Fumito Masui, Rafal Rzepka, Kenji Araki. 2014. Emotive or Non-emotive: That is The Question, In Proceedings of 5th Workhsop on Computational Approaches to Subjectivity, 
Sentiment & Social Media Analysis (WASSA 2014), pp. 59-65, held in conjunction with The 52nd Annual Meeting of the Association for Computational Linguistics (ACL 2014), Baltimore, USA, 
June 22-27.

• Michal Ptaszynski, Fumito Masui, Rafal Rzepka, Kenji Araki. 2014. Detecting emotive sentences with pattern-based language modelling. In Proceedings of 18th International Conference on 
Knowledge-Based and Intelligent Information & Engineering Systems (KES2014), Gdynia, Poland (to appear).

• Michal Ptaszynski, Dai Hasegawa, Fumito Masui, Hiroshi Sakuta, Eijiro Adachi. 2014. How Differently Do We Talk? A Study of Sentence Patterns in Groups of Different Age, Gender and Social 
Status. In Proceedings of The Twentieth Annual Meeting of The Association for Natural Language Processing (NLP2014), pp. 3-6, Sapporo, Japan, March 17-21.

• Yoko Nakajima, Michal Ptaszynski, Hirotoshi Honma, Fumito Masui. 2014. Investigation of Future Reference Expressions in Trend Information. In Proceedings of the 2014 AAAI Spring 
Symposium Series, “Big data becomes personal: knowledge into meaning – For better health, wellness and well-being –”, pp. 31-38, Stanford, USA, March 24-26, 2014.



Conclusions and Future Work
 Little major development in language modelling

 None of the models catches the whole picture

 Presented a novel “pattern-based” language modelling method 
based on the idea of Language Combinatorics

 Applied the method to different datasets

In the near future:

 Apply to other data not limited to binary classification

 Analyze the behavior of different classifiers when trained on patterns 
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