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Abstraet: Augmenied Reality applications are becoming
more popular with the continued miniaturization of
iechnology. With the increasing use of smart phones,
which often provide increased processing power,
enhanced and open software platforms, Augmenied
Reality has become instrumental in the way we perceive
our surroundings and the information that it carries. It
is now possible o implement an Augmenied Reality
system without carrying bulky and expensive eguipment.
Currently, there are many systems that implement soime
form of Augmented Reality io provide a specialized
interaction io users. However, those systems usually
employ expensive, immobile components with highly
specialized interfaces. In this paper we present a
novel approach for building inmteractive interfaces using
Augmented Reality. We present a software framework
for ubiquitous Augmented Reality enhancement for
human-compuier interaction. QOur framework improves
on four areas in Augmented Reality development that we
currently see lacking.
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1 Intreduction

Augmenied Reality (AR) is a fairly young area of
research which is cumrenily expanding in many of the
already existing fields of Human-Compuier Interaction,
Computer Interfaces, etc. In our research we implement
an Apgmented Reality sysiem which will serve as
an extension to existing computer interfaces. provide
enhanced user-experience, and define virtual objects and
their actions in an ubiquitous way.

To implement such a system, however, we must first
address three major areas where we think Augmented
Reality user interfaces can be improved.

Firstly, Augmented Reality objects are hard coded
into applications, which makes them highily specialized
and not ubiquitous. Secondiy, there is no standard
for defining Augmented Reality inierfaces and how
they react to human inieraction. Finally, there is
no implementation of natural imteraction with such
inierfaces and objects.

We begin by presenting a summary of the relaied
research, connecting our approach wiih previous work.

Figure 1: Example usage scenarios

Next we present use cases which describe specific
functionalities that our framework enables and describe
the purpose of the framework. This is followed by 2
description of the sofiware tools and libraries we take
advantage of while implementing the framework. We
conclude by giving short review of the sieps ahead.

2 Related Work

The existing research into Augmented Reality and
Human Computer Inieraction that is relevant io this study
can be roughly divided in three areas: finger and band-
based interfaces, paper-based interfaces, and Augmented
Realiiy applications. We will describe each one briefly.

2.1 Hand and Finger-hased Interfaces

The technologies for hand and finger-based interfaces
can be roughly split in two categories - sensing-based and
compuier-vision based. Sensing-based systems like [16]
are very robust but are ofien limited to detecting only
"touch” behavior, not able io recognize hands or other
physical object that come inic view. Compuier-vision
based systems like [4], [5], [13] are ofien limited by the
lighting conditions and may not respond well to sudden
changes in the field of view. However, systems like [8],
{91, [7] have proven to be robust and accurate enough. We
are using a compuier-vision based sysiem since wearing
special hardware to enable “touch” capability reduces the
mobility of the sysiem.
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2.2 Paper-based Interfaces

Most of the existing paper-based interfaces fall into
three categories - using paper alongside digitizing tablets
like [12], using digital paper technologies like [3]. and
using paper tagged with markers (barcodes. fiducial
markers, etc.) like [13]. In our sysiem we will be using
only 2D paper tags (AR markers) for 3D positioning of
the visual objects, unlike {9] where the hand posiiion and
direction is used to determine the position of the virtual
object. The interaction between the user and the interface
will be entirely virtual or conveyed through AR marker
motion.

2.3 Augmented Reality Applications

There have been wmany Augmented Reality
applications, using either multiple-camera hand and
object tracking or a single camera (like a webcam).
Those applications vary in both their mobility and
complexity. Our project was inspired for the most part
by the Sixth Sense project developed by Pranav Misiry
in the MIT Media Lab [14]. As is the purpose of [14].
we strive to provide mobility, affordability and ubiquity
to Augmented Reality applications.
There are two major differences between the paradigm
employed by [14] and our framework. We let the
user utilize any device to view the AR environment
(mobile phone, webcam plus deskiop. AR goggles. eic.)
where [14] projects the AR environment over objecis
themselves. We also use 2D paper AR markers to
determine correct 3D coordinates and scale for object
placement.

2.4 Augmented Reality Frameworks and Authoring
Tools

With the popularization of software libraries like
ARToolKit {6] there has been a lot of development to
bring AR authoring tools in the hands of researchers
and developers. However. frameworks like DWARF
[1] and osgART [11] are quite complex and require an
expert programmer. Our framework on the other hand
gives developers with enough programming experience
in ActionScript3 the ability to construct and distribute
user interfaces, interactive objects, etc. with ease.

3 Usage Scenarios

The usage-scenarios described below serve io describe
specific features of our framework that are not available
in current AR sysiems. Via those usage scenarios we
want to illustrate the particular unique functionalities that
our framework provides.

3.1 Universal Marker Registry
In our system we plan to use 2D paper markers for

virtual object placement. Currently, there are multiple
ways to create such a marker with the only resiriction
that the pattern not be too complex. This improves the
marker recognition which in turn allows for a scalable
AR experience. The relation between the viral object
and the marker patiern is embedded in the software.

We plan to implement a universal AR marker Tegisiry so

AR Marker with QR code
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Figure 2: Basic framework modei

that information about the object is siored globally. Using
this registry, users will be able to point their AR device
to any AR marker and display its contents, regardless of
whether they have seen the marker before or not. The
system will recognize the URL encoded in the marker,
download and display the virtual object. We are planning
to include a QR code within the AR marker pattern and
extract the URL from it.

This wiil allow for more ubiquitous AR applications.
The user will no longer be restricted to using markers
specifically designed for his AR system. We hope the
implementation of such registry will atiract interest from
the Augmented Reality community and help construct
a large ecology of AR objects. It will also enable
developers to construct their own AR Marker ecologies.
independent of the main system.

3.2 AR Object-object and Object-user Interaction
Definition
The next step in our system is defining virtual object

actions as part of their regisiry information described in
the previous section. This way the AR system will know
both what objects to display. as well as how those objecis
are supposed to interact with the user and other objects.
For the most part our virtual objects are user-interfaces.
As such, their actions are defined either as user initiated
or object initiated. ~We would like to implement
both ubiquitous object-object and user-object inieraction.
Objeci-object interactions will allow us to define how
virtual objecis behave when in proximity of one
ancther. A simple example would be two virtual objecis
positioned by 2D markers on the field of view, both
objects representing a single Skype chat window with
different users. If both markers are positioned close to
one another the resulting action will be to open a single
Skype window making a conference call to both users.
User-object interactions will be described as the services
the virtual object can perform upon user actions. For
example., a virtual object displaying information on a
person (a virtual business card) can provide information
upon request, provide an email interface, a Facebook or
Twitier message interface, current location, etc.
Building such a repository of objects will provide both a
functional and a graphical description of the AR objects

in an Augmented Reality environment which in turn will

make AR applications more ubiquitous.
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Figure 3: Object Persisience

4 Framework purpose

In the following list we formally introduce the
problems and issues current AR systems suffer from and
briefly outline how our framework tackles them:

o Ubiquity of Object presence

Objects associated with one AR marker must remain
the same independent of system used to view the AR
environment. Objects are first registered via a QR
code which encodes the URI of the repository from
which the object graphics model and other data is io
be drawn. This gives each AR marker (independent of
its graphical representation) an unique identifier. This
unique identifier allows us to implement the nexi three
objectives.

* Object Persistence
Objects must carry associated data and object staies
across different AR environment viewers. Object daia
and object states are stored in the database defined via
the AR marker’s URI.

» Ubiquity of Object Interactivity
Objects must behave the same way independent of AR
environment viewer. Object’s inieraction definitions
are stored in the database defined via the AR marker’s
URL

» Definition of Object Interaction Meodels

Interaction models with AR sysiems have so far been
system/application dependent. Each system defines for
itself how users interact with the AR objects and the
interaction model cannot be extended or redefined.
Our framework allows developers to define how a
specific AR Object will interact with the users and
with other AR Objects introduced to the scene. They
do so by assigning behaviors to extra control markers
associated with the AR Object via the AR Object’s
URI. Figure X shows an example of AR Objects and
controls.

Figure 1 shows an example usage scenario
encompassing all four focus areas described above.

Parent marker

Figure 4: AR Object Conirol Scheme

As the AR marker is inserted into the scene, the marker’s
graphical and funciional representation is obtained
from the object repository on the server encoded in
the QR code. In this case the AR marker’s object is a
simple business card showing a photograph, 4 buttons
which when activated would present a different interface
depending on the buiton, and a message board. The user
can modify the content - in this case leave a new message
on the message board or modify the object the marker
represenis - in this case by closing the message board
section. Once the marker is removed from the scene it’s
object properties are saved and the next time the marker
is introduced it will remember them.

5 Spystem design, software components and
implementation

5.1 Software components

Qur system is based on several exisiing technologies
that allow us to perform AR overlay, QR decoding,
marker recognition, tracking and handling and draw our
interfaces programatically. In this section we will look at
each one in more detail.

» AR overlay: The original AR ioolkit was first
developed by Dr. Hirokazu Kato from the University
of Washingion [6] and is cuirently supporied by the
Human Inierface Technology Lab at the University of
Canterbury in New Zealand [2]. As we are building
our framework in Adobe ActionScript programming
language, we are using a language port of the
ARToolKit to AS3 provided by Sagoosha [17],
Nyatla [15] and Sparklib {10] named FLARTo0IKit.

e OR decoding: For decoding QR codes in
ActionScript we use the QR library provided by
Sparklib [10].

» Marker handling: To manage marker registration
efficiently for multiple markers and predict marker
motion we use the FLARManager 0.7 toolkit which
‘is provided by Eric Socolofsky [18].
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Figure 5: User-object interaction

» Interface Design: To design, draw and define our
interfaces we use PaperVision3D library provided by
[19]. PaperVision3D is a set of libraries that give
ActionScript developers a 3D engine for Flash.

All of the above mentioned libraries are distributed
under licenses allowing developers to use them free of
charge for nom-commercial purposes. QOur framework
is built using Flash Builder 4 and ActionScript 3.5
SDK. Developers can produce their modules using any
ActionSeript compiler as long as they run the same
- SDK and use the same versions for PaperVision3D.
FLARTo0iKit, and FLARManager.

5.2 System model
Figure 2 describes the basic model of our system. Here
we will look at each component.

o AR Marker with QR: We designed our AR markers
to include QR codes encoding the Unique Resource
Identifiers for the object that the AR marker identifies.
This allows the developer to define his own AR
iarker patterns and objects independent of the
viewer. It also allows the AR environiment viewer
to recognize AR markers without the need to include
the patierns in the program. The QR code can be
placed either inside of the AR marker as part of the
pattern or on the back of the AR marker. Note that
if the QR code becomes a pari of the AR marker’s
pattern it must do so in an asymumnetrical fashion, since
AR marker patterns must be asymmeirical to enable
correct marker deiection.

» Database: The database component of the system
implements a simple MySQL scheme with database
entries containing developer information and pointing
to a local directory for specific marker id. The
physical file is a precompiled Adobe SWF file that
contains the AR Object’s graphical and inieraction
definitions.

With object persisience we ensure that an AR object
will retain its information and siate in case it is removed

from the AR environment. Figure 3 provides an example
of object persistence. If an AR Marker is introduced and
the user makes a modification to ihe state of the object
it represents, the system will relate that change to the
database. The next time that marker is introduced to the
scene, the sysiem will display it’s previously modified
state.

5.3 System interaction

In order to continue io the next section we must define
the conirol scheme for AR Objects. Figure 4 shows
how we implement inieraction with our objects. In the
database, each pareni AR Marker has associated with it 2
set of control markers that define a single action. Those
contro] markers are our equivalents of a "buiton”. Each
conirol marker is defined by a “timing” parameter and
an “action” parameter. To initiate the control one must
simply introduce the control marker into the scene. The
system detects that the control is activated if it is not
registered longer than the "timing” parameter specifies,
and performs the action based on the "action” parameier.
To unregister the conirol marker from the scene one must
introduce an “unregisier” pattern as defined per marker
(that pattern can simply be prinied on the back of the
control pattern).
We can now describe how our sysiem’s user-object and
objeci-object interaction paradigms.

5.3.1 User-object Interaction

Figure 5 describes how ihe users will interact with the
AR Obijecis. For each marker ecology (defined by the
database the system is connecting to} there will be a
single marker pattern for a global control marker. The
purpose of the global control marker is o select between
the active AR Objecis on the scene. The detection
technique the sysiem uses is the same described in section
5.3. Once an AR Object is active the user can move
it around and perform actions as defined by iis control
markers, as described in section 5.3.

5.3.2 Object-Object Interaction

The lasi type of interaction we define in our sysiem is
object-object imteraction. Figure 6 gives an example of
one AR object being aware of another. In this paradigm
the developers of the AR Objects are allowed to define an
"collision area” defined by an ofiset to the area of the AR
marker. Each marker can either be on the receiving end
(marker stationary) or the sending end (marker moving).
Each AR object is associated with both a receiving action
and a sending action. One simple example of such object-
object interaction is when both AR objects are business
cards. When business card A detecis the proximity of
business card B, the information on B will be attached to
A’s contact list.

6 Conclusions

We are currently deploying a prototype version of our
framework and doing preiiminary testing of its usability,
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Figure 6: Object-object interaction

robustness and feasibility, both from a developer and
user standpoint. Qur system is currently suiied only
for deskiop/webcam configuration alihough we plan to
change that. either by implemeniing an AR viewer on
mobile devices or by introducing Virtual Reality (VR)
goggles.

7 Future Work

Afier carefully evaluating the implemeniation of our

system, we plan io implement an AR viewer for mobile
devices using an HTC developer device running Android
2.1 OS. We are always looking for beiter interaction
techniques and we plan o use colored fingertip markers
to implement additional user-object interaction. In order
to improve the overall usability of the system, we would
like to implement marker-less fingertip detection in the
future.
Another area of inierest involves the possible security
implications such a framework would entail (an object
implementing a business card should be visible to
anyone, while a private message window should be
visible only to users authorized to view it). We plan o
look into implementing user authentication and different
user ownership for AR objecis.
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