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Abstract. In this paper, we propose a new learning method for ex-
traction of low-frequency bilingual word pairs from parallel corpora with
various languages. It is important to extract low-frequency bilingual word
pairs because the frequencies of many bilingual word pairs are very low
when large-scale parallel corpora are unobtainable. We use the following
inference to extract low frequency bilingual word pairs: the word equiv-
alents that adjoin the source language words of bilingual word pairs also
adjoin the target language words of bilingual word pairs in local parts of
bilingual sentence pairs. Evaluation experiments indicated that the ex-
traction rate of our system was more than 8.0 percentage points higher
than the extraction rate of the system based on the Dice coefficient.
Moreover, the extraction rates of bilingual word pairs for which the fre-
quencies are one and two respectively improved 11.0 and 6.6 percentage
points using AIL.

1 Introduction

Use of parallel corpora with various languages is effective to build dictionar-
ies of bilingual word pairs because bilingual sentence pairs that are pairs of
source language (SL) sentences and target language (TL) sentences include nat-
ural equivalents and novel equivalents. Moreover, it is important to extract low-
frequency bilingual word pairs because the frequencies of many bilingual word
pairs are extremely low when large-scale parallel corpora are unobtainable. Con-
sequently, systems based on similarity measures [1,2] fall into the sparse data
problem because bilingual word pair candidates with close similarity value in-
crease when many low-frequency bilingual word pairs exist.

From the perspective of learning [3], we propose a new method for extraction
of low-frequency bilingual word pairs from parallel corpora. We call this new
learning method Adjacent Information Learning (AIL). The AIL is based on
the inference that the equivalents of the words that are adjacent the SL words
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of bilingual word pairs also adjoin the TL words of bilingual word pairs in lo-
cal parts of bilingual sentence pairs. Our method easily acquires such adjacent
information solely from parallel corpora. Moreover, our system can extract not
only high-frequency bilingual word pairs, but also low-frequency bilingual word
pairs, which typically have the sparse data problem. Thereby, our system can
limit the search scope for the decision of equivalents in bilingual sentence pairs.

Evaluation experiments using five kinds of parallel corpora indicated that the
extraction rate of our system using AIL was more than 8.0 percentage points
higher than the extraction rate of a system based on the Dice coefficient. More-
over, the extraction rate of bilingual word pairs for which the frequencies are
one and two respectively improved 11.0 and 6.6 percentage points using AIL. We
thereby confirmed that our method is effective to extract low-frequency bilingual
word pairs efficiently.

2  Outline

Our system consists of four processes: a method based on templates, a method
based on two bilingual sentence pairs, a decision process of bilingual word pairs,
and a method based on similarity measures.

First, the user inputs SL words of a bilingual word pair. In the method based
on templates, the system extracts bilingual word pairs using the bilingual sen-
tence pairs, the templates, and the SL words. In this paper, templates are defined
as rules to extract new bilingual word pairs. Similarity between SL words and
TTL words is determined in all extracted bilingual word pairs. In the method
based on two bilingual sentence pairs, the system obtains bilingual word pairs
and new templates using two bilingual sentence pairs and the SL words. Sim-
ilarity is determined in all templates. Moreover, during the decision process of
bilingual word pairs, the system chooses the most suitable bilingual word pairs
using their similarity values from among all extracted bilingual word pairs. The
system then compares similarity values of chosen bilingual word pairs with a
threshold value. Consequently, the system registers the chosen bilingual word
pairs to the dictionary for bilingual word pairs when their similarity values are
greater than the threshold value.

The system extracts bilingual word pairs using the Dice coeflicient with bilin-
gual sentence pairs and the SL words in the method based on similarity measures.
It does so when their similarity values are not over the threshold or when no
bilingual word pairs are extracted. :

3 Extraction Process of Bilingual Word Pairs

3.1 Method Based on Two Bilingual Sentence Pairs

In the method based on two bilingual sentence pairs, the system obtains bilin-
gual word pairs and templates using two bilingual sentence pairs. Details of the
method based on two bilingual sentence pairs are the following:
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The system selects bilingual sentence pairs for which the SI. words exist.
The system compares the bilingual sentence pairs selected by process (1) with
other bilingual sentence pairs in the parallel corpus. The system selects those
bilingual sentence pairs that have the same word strings as those adjoining
the SL words, i.e., the common parts, and those that have parts in common
with TL sentences.

The system extracts the TL words that correspond to the SL words using
the common parts from the bilingual sentence pairs selected through process
(1). When the system uses the common parts that exist near words at the be-
ginning of a sentence, it extracts, from the TL sentence, those parts between
words at the beginning of a sentence and words that adjoin the left sides of
the common parts. When the system uses the common parts that exist near
words at the end of a sentence, it extracts, from the TL sentence, those parts
between words that adjoin the right sides of common parts and words at the
end of a sentence. When the system uses several common parts, it extracts,
from the TI sentence, those parts between the two common parts.

The system only selects parts that are nouns, verbs, adjectives, adverbs, or
conjunctions.

The system calculates the similarity values between the SL words and the
parts selected by process (4) using the Dice coefficient [1].

The system replaces the extracted bilingual word pairs with variables in
bilingual sentence pairs.

The system acquires templates by combining common parts and variables.
The system calculates the similarity values between SL words and TL words
in the acquired templates using the Dice coefficient; it registers the templates
to the template dictionary.

Figure 1 shows an example of acquisition of template: (by @; @ de) is acquired

as the template. The system replaces the SL word “air mail” and the TL word
“koukubin” with the variable “@” in bilingual sentence pair by process (6). In
this case, “by” and “de” are common parts between two bilingual sentence pairs.
Consequently, the system obtains (by @; @ de) as a template by combining “by

@)‘.‘
SL

and “@ de.” In this paper, the parts extracted from SL sentences are called
parts; the parts extracted from TL sentences are called TL parts.

Bilingual word pair: (air mail; koukubin)

Bilingual sentence pair l \
(How long does it take by air mail? ; koukubin de dono kurai kakari masu ka?)

1

(How long does it take by @7?; @ de dono kurai kakari masu ka?)

x §

Templates : (by @; @ de) Similarity value: 0.56

- Fig.1. An example of template acquisition
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3.2 Method Based on Templates

In the method based on templates, the system extracts bilingual word pairs using
the acquired templates. Details of the extraction process of bilingual word pairs
using templates are the following:

(1) The system selects bilingual sentence pairs for which the SL words exist,

(2) The system compares the bilingual sentences selected by process (1) with the
templates in the dictionary. Subsequently, the system selects the templates
for which SL parts have the same parts as those adjoining the SL words, and
for which TL parts have the same parts as those in TL sentences.

(3) The system extracts TL words that correspond to the SL words. The system
extracts words that adjoin the left sides of common parts from TL sentences
when variables exist on the left sides in TL parts of templates. The system
extracts words that adjoin the right sides of common parts from T sentences
when variables exist on the right sides in TL parts of templates.

(4) The system calculates similarity values between the SL words and the parts
extracted from TL sentences using the Dice coefficient,

Input words: parcel, sea mail

Templates (by @;@ de) {this @ : kono @)
Bilingual sentence pair:

{And what about this par‘éel by sea mail?
: soshite , kono kozutsumi ha senbin de wa dou desu ka?)

Noun bilingual word pairs: (parcel; kozutsumi) (sea mail; senbin)
Similarity values: 0.57 0.52

Fig. 2. Examples of extraction of bilingual word pairs

Figure 2 shows examples of extraction of bilingual word pairs from English —
Japanese bilingual sentence pairs. In Fig. 2, (parcel;kozutsumsi) and (sea mail; sen-
bin) are extracted respectively as the noun bilingual word pairs using the tem-
plates (by @;@ de) and (this @;kono @). The template (by @; @ de) has informa-
tion that equivalents of words, which adjoin the right side of “by”, exist on the
left side “de” in TL sentences. This fact indicates that the acquired templates
have bilingual knowledge that can be used to process the differing word orders
of SL and TL. Moreover, our system using AIL can extract bilingual word pairs
efficiently without depending on the frequencies of bilingual word pairs using the
templates.

3.3 Decision Process of Bilingual Word Pairs and the Method
Based on Similarity Measures

In the decision process of bilingual word pairs, the most-suitable bilingual word
pairs are selected according to similarity values when several bilingual word pairs
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are extracted. The extracted bilingual word pairs are sorted so that bilingual
word pairs with the largest similarity values are ranked highest.

Moreover, in the method based on similarity measures, the system extracts
bilingual word pairs using only the Dice coefficient without AIL when the sim-
ilarity values are not greater than a threshold value or when no bilingual word
pairs are extracted.

4 Performance Evaluation and Conclusion

Five kinds of parallel corpora were used in this paper as experimental data.
These parallel corpora are for English ~ Japanese, French — Japanese, German —
Japanese, Shanghai-Chinese — Japanese and Ainu — Japanese. They were taken
from textbooks containing conversational sentences. The number of bilingual
sentence pairs was 1,794. We inputted all SL words of nouns, verbs, adjectives,
adverbs, and conjunctions to our system using AIL and the system based on
the Dice coefficient, respectively. The initial conditions of all dictionaries are
empty. Moreover, our system using AIL uses 0.5! as its best threshold value. We
repeated the experiments for each parallel corpus using each system. We eval-
uated whether correct bilingual word pairs are obtained or not, and calculated
the extraction rate for all SL words.

Experimental results indicated that the extraction rate of our system using
AIL was more than 8.0 percentage points (from 52.1% to 60.1%) higher than that
of the system based on the Dice coefficient. Moreover, in each parallel corpus, the
extraction rates improved using AIL. Therefore, our method is effective when
using parallel corpora of various languages. '

Tables 1 and 2 show extraction rate details in our system using AIL and the
system based on the Dice coefficient. In Tables 1 and 2, the extraction rates of
the bilingual word pairs for which the frequencies are one and two respectively
improved 11.0 and 6.6 percentage points using AIL. This result verified that our
system using AIL can extract low-frequency bilingual word pairs efficiently.

In related works, K-vec [4] is applied only to bilingual word pairs for which
the frequencies are greater than three. Therefore, it is insufficient in terms of
extraction of low-frequency bilingual word pairs. In one study [5] that acquired
low-frequency bilingual terms, a bilingual dictionary and MT systems were used
for measuring similarity. Therefore, it is difficult to deal with various languages
because of the use of large-scale translation knowledge. On the other hand, one
study [6] that uses the co-occurrence of words depends on the number of co-
occurrence words and their frequency. Therefore, such a method is insuffcient
in terms of efficient extraction of bilingual word pairs. In contrast, AIL merely
requires a one-word string as the co-occurrence word, e.g., only “by” and “this”,
as shown in Fig. 2. Moreover, AIL can extract bilingual word pairs even when
the frequencies of the pairs of the co-occurrence words and the bilingual word
pairs are only one. In Fig. 2, the respective frequencies of “by sea mail” and “this

! This value was obtained through preliminary experiments.



Automatic Extraction of Low Frequency Bilingual Word Pairs 37

Table 1. Details of extraction rates in our system using AIL

Frequency|English|French|{German Sh.-Chinese| Ainu | Total bilin;zl;rln:vz;fpairs
1 46.4% (49.4%| 51.3% | 49.1% {56.9%|50.4% 681
2 71.4% |80.0% | 71.4% | 90.7% |74.4%|78.6% 168
others | 88.7% |73.5%| 79.2% | 821% [61.5%]75.4% 232
Total | 58.0% [56.7% | 61.0% 62.9% 161.5%|60.1% 1,081

Table 2. Details of extraction rates in the system based on the Dice coeflicient

Numb
Frequency|English|French|German|Sh.-Chinese| Ainu | Total bilinguirinw::c?fpairs
1 35.7% | 37.5% | 39.5% 40.0% 45.0%|39.4% 681
2 64.3% | 80.0% | 67.9% 74.4% |71.8%|72.0% 168
others | 89.7% |73.5% | 79.2% 83.9% |58.5%| 75.0% 232
Total | 49.7% |47.9% | 53.3% 54.9% |54.0%|52.1% 1,081

parcel”, which are pairs formed by the co-occurrence of words and the SL words
of bilingual word pairs, are only one. The method [7] that acquires templates
requires many similar bilingual sentence pairs to extract effective templates.

Future studies will apply this method to a multilingual machine translation
system,
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