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In our project (GENTA - GENeral belief reTrieving Agent), we are trying fo realize a conversational agent,
which would be able to talk in any domain by using web-mining techniques to retrieve information that is
impossible to obtain in usually used corpora. In our research we iry to simulate reasoning processes based
on Internet textual resources including chat logs. Our goal is a dialogue system which learns the linguistic
behaviour of an interlocutor concentrating on the role of emotion during analysing discourse. The system
is not using any databases of commonsensical word descriptions, they are being automatically retrieved
from the WWW. We describe two values called Positiveness and Usualness and explain their role in the
Inductive Learning that is used for achieving emotion-based reasoning skills. As this is a new approach (o
knowledge acquisition for dialogue agents we concentrate on the theoretical part of our project. Finally we

introduce the resulfs of the preliminary experiments.

1 Introduction

WWW is an enormous database, which is being used
widely these days. Unfortunale]y it is said to be difficult io
handle as it is full of informational garbage that makes web
mining or knowledge-base creation a hard task. However
when we started to rummage through those personal home-
pages with very similar contents that are seemingly useless
for Al purposes, we imagined that human brain cells might
look exactly the same. Not only are the stored pieces of se-
mantic information important but also the number of how
many times such similar data was stored. We assumed that
the Internet is interesting material for retrieving the com-
mon sense, beliefs, opinions and emotional information for
vartous types of agents. Without any sophisticated method
our system is able to easily discover that in most cases
“being cold” is not pleasant and cold beer almost always
“sounds nice” or that one movie star is being loved and an-
other hated. In this paper we introduce ideas for our project
(GENTA - GENeral belief reTrieving Agent(1)) and the re-
sults of initial experiments with implemeniing a primitive
method of retrieving basic feelings towards human user’s
uttecrances and applying this emotional information whilst
inductively learning the speech acts. The earliest ideas for
our project began whilst observing foreign students’ lin-
guistic behaviour while speaking the Japanese language,
which was not their mother tongue. Although their lan-
guage abilities and cultural background happened to be

very different, their conversations always seemed interest-
ing, which agrees with intercultural will of communication
theories(Z). We noticed several dependencies, for example
that the keywords triggering the conversations were mostly
of two types - topics that clearly have a positive or neg-
ative emotional load as “a present” or “the red tape” and
that the conversational flow concentrates on what the inter-
locutors have in common or conversely - how they differ.
Even if it is quite obvious to human beings, these condi-
tions for what we call interesting conversation are very dif-
ficult to be met by machines. First of all, computers have
problems recognizing what would be interesting and what
could bore its conversational partner. Secondly, they have
difficulties with spoken langnage, especially when there are
plenty of grammatical mistakes not to mention interlocu-
tors who use broken language. Therefore we looked for
a conversational environment where the computer system
could face-up to these challenges and chose IRC (Inter-
net Relay Chat) because of its international characier and
“world simplicity”(3). Although it is a multi-user environ-
ment we concentrated on one-on-one conversations, as the
program does not handle multi-thread yet. This time we
chose the English language as the initial implementation
was done in Japanese(1).
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2 Basic assumptions

From the very beginning of human-computer interaction,
the purpose of communication was almost always clear -
the machine had to understand an order from the human
user and help him in some way. That approach is obvi-
ously being forced by the pressure that indusiry puls on
the world of science. Even if the talk itself was a purpose
of a program(6)}, it was always supposed to help the user
somehow and to be socially useful. Pure “chat for chat’s
sake” agents are not widely developed and scientifically
neglected because of their low usability and problems with
evaluating such systems. In our opinion, concentrating on
problem-solving or helping agents makes HMC (Human-
Machine Conversations) research unbalanced and we argue
against the importance of usability while developing pro-
grams that can communicate with human beings. We have
noticed that nowadays approaches become more and more
sophisticated, machines learn how to analyse metaphors
and Lo stochastically use very large corpora but there are
still too few agents based on affective computing(7)(8)(9),
that can react not only in a “store-clerk-human-way’ but
also a “human-way” if a user says “I'm sad” or just “T
want to buy a dog”. Since Damasio(10} has underlined the
meaning of emotions in reasoning, the number of Al or
cognitive science researchers who search for the methods
of implementing emotions into machines grows rapidly.
Virtual and physical architectures are built and agents or
robots are taught to analysc emotional state as the addi-
tional information for perceiving. In our approach we have
assumed that addition is not enough and that this is cru-
cial, since we understand human conversation as a cycle
of exchanging emotion-based information. By that we do
not mean that pure information exchange does not exist,
we want (o make a machine remember that its reaction de-
pends also on the emotional load of an input. Hence our
plan is to implement Pavlovian-like reactions into the com-
puter’s conversation abilities. For the simplicity of our sys-
tem we also simplified an idea on the utterance structure.
We imagined a human language interaction as an electron
jumping through the layers shown in Fig. 1. Il goes up
when making an utterancg and down when receiving it.
We assume that the emotional layer includes intentions that
motivate to start, to continue, to change or to stop a conver-
sation flow. We imagine that if anyone puts an electron
to any area of semantic layer, for example by saying “a
kingdom for a soda!” and an interlocutor whe does not
know what this cliché exactly means hears it, the electron
jumps down to the emotional layer instead of wandering
along the complicated semantic network. The interlocutor
feels that “kingdom” and “soda” are not abusive, “soda”
even sounds nice. The nicer it sounds to him, the greater
the probahility of choosing it for a conversation topic, or
as we call it triggering keyword. An aggressive reaction
becomes less possible in such case. Guided by the afore-
mentioned assumption, we decided to realize a method that
would allow us to simplify semantic layer processing by
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Figure 1: The idea of the utterance structure before simpli-
fying.

limiting choices in lexical and emotional layers. We also
made an assumption based on Fletcher division of blind
people’s mental imagery(l ) and we believe that machines
could gain not deficient or inefficient but different imagi-
nation. Our idea is that the electron having fewer choices
in the emotional and lexical layers may naturally decrease
the possibilities of exploring the semantic layer as we il-
Justrate in Fig. 2. Since we are also interested in the as-
pects of modefling an artificial imagination, we decided to
base our system on pure written word-level conversation
without audio-visual stimali, although we used their sim-
plified substitute, as they are necessary for oblaining the
basic emotional information. This substitute is the usage
of emoticons (facemarks) widely employed in keybeard-
based chat, which suggest that a given utterance was, for
instance, ironic or supposed Lo be a joke. For example, if
the utterance from Fig. 2. is done with a smiley “:)” the
clectron should not hit the emotional layer at the fear spot
because this would not be natural behaviour,

3 Other kinds of retrieval

In order to see what kind of information could be retrieved
from Internet resources and used for general belief and
emotion processing, we made several tests with different
search engines. For retrieving common emotions we were
observing the hit numbers of the results of searched frames
as: “I am afraid of”” [N] (for nouns usually causing fear)
“I always wanted a” [N] and “I always wanted to” [V]
(for what people may dream about) or “Usually people {V]
at [N]” (for retrieving verbs for building a script of given
noun). We discovered that it is possible to retrieve thou-
sands of sentences that could be processed for what we -
call emotional common-sense statistics. The more spe-
cific given frame was, for instance “I always wanied to
be” instead of “I always wanted to”, the less ambiguous
sentences were retrieved and results as “I always wanted
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Figure 2; The idea of the ulterance structure after simplify-
ing.

to do it” were apparently decreasing. As we noticed in
previous works(1)(4)(5), the Internet can also provide ba-
sic semanlic {agging by counting frames including prefixes
(or particles as in Japanese). For example if a parser re-
ceives an unknown word, let’s say “Sapporo”, it can easily
declare that it is a place by comparing result numbers of
given searching frames: “I talked to [Sapporo] and”, I felt
[Sapporo] then”, “[ ate [Sapporo] with”, “I went to [Sap-
poro] by”, etc. Such frames must be chosen very carefully
and one should use stop words as “and”, “then”, “with”
or “by” to avoid counting expressions as “J talked 1o Sap-
poro Council” but treating such expressions as “animates”
also produced some interesting effects. Search engines also
provide misspell detection what can be useful in fast typ-
ing chat environments with non-native speakers. Unfortu-
nately automation of such searching requires the usage of
crawlers (web robots) and complicated filtering which still
takes too much time to keep up with interactive conversa-
tion processing. Thercfore we decided (o Timit the retrieved
infermation only to the simple lest of whether something is
liked or disliked and how common it is.

4 Description of GENTA system

4,1 General Belief

By this expression we mean a mixture of common sense
based on retrieved opinions and simplificd environmental
knowledge. The system’s knowledge of a user is assumed
as almost none - GENTA does not know the nationality, age
or sex of its conversation partner; he or she is not necessar-
ily a native speaker of English. After exchanging greet-
ings, the system waits for a user’s initial utterance and if
there is none it starts a conversation using the learning data
of “Conversation Keeper”, which will be described later.
While detecting the speech act, which is also explained be-
low, GENTA tries to guess the Jeading keyword(s) from the
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first user’s ulterance since the domain of conversation is
still unknown. Next, GENTA searches the Internet for the
whole utterance and its grammatically connected parts pre-
viously parsed by a parser(13) trying to establish what can
be associated with given verbs, nouns, noun phrases, adjec-
tives or conditional expressions concentrating on feelings-
based opinions. For example when the input is, “Do you
like playing soccer when it rains?” GENTA counts how
many sentences “I like playing soccer when it rains”, “1
love playing soccer”, “T hate playing soccer”, and “I love
it when it rains” and “I hate it when it rains”, etc. appear
on the Web. This leis our system achieve “own” opinion
about playing soccer when it rains because this knowledge
is assumed as “general” or “common”. Then, paraphras-
ing Shannon’s information theory(14), we assume that the
keyword with less frequency is more interesting for inter-
locutors and GENTA chooses playing soccer as a lead-
ing topic (27268 vs 33985 hits). The system believes that
the discourse should be continued in this “semantic direc-
tion”. But before that, “Conversation Keeper” must es-
tablish which Jinguistic behaviour (called “a dialogue act”
here) wili be proper for a reply, which is our current task.

4.2 Conversation Keeper

Taking last decade research resulls into consideration
(ISHIGAABNINRM21)22) we decided to find pre-
cisely the combination of web-mining and learning meth-
ods that would help us to create a dialogue system that does
not require a large amount of initial data prepared by hand
and does not need sophisticated modules. As our first step,
before creating the real dialogue manager, NL.G module,
etc., we decided {o confirm that our systern is able to learn
from above-word level information. As already mentioned,
we assumed that peculiarity and emotional load of given
expressions could support intention recognition, which is
one of the most important tasks of human discourse man-
agement. Therefore here we divided General Beliefs into
two above word-level values that we call Positiveness and
Usualness, which are also measured by counting the afore-
mentioned string frequencies upon the WWW. Positiveness
value is calculated with following formula:

Cﬂq + CO!Q, *’Y

FPositiveness = ——————F——
Cﬁz + Cﬁz 7y

o1 = disliked, s = hated
B = liked, Js = loved,y = 1.3

Where v is to strengthen the “love” and “hate” opinions.
‘We prepared dialogue act tags, as handing or demanding of
information, opinion and reason; advising, warning, greet-
ing and nodding. GENTA can automatically declare Usu-
alness and Positiveness for ulterances, as in the following
example:

Do you like playing soccer when it rains?

becomes a DAPU string (Dialogue + Act + Positiveness +
Usualness):
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OD P5U4 cond P3U5

which means that it was-a Demand of Opinion consisting of
two positive and usual expressions connected by subordi-
nate clause conjunctor (SCC) “cond” (conditional clause}.
What is characteristic for our method, even if the Positive-
ness of expression seems to be doubtful (that most Web
page creators like it when it rains that does not necessar-
ily mean that most human beings also do) it does not dis-
turb the process since the opinion remains logical. Values
of Usualness and Positiveness are calculdted by comparing
frequencies of (“Idon’tlike ...” / “I hate ...”) and ("Tlike..”
{ “I love ..”") searching frames. The frequency thresholds
are different depending on the length of the searched string.

4.3 Inductive Learning

GENTA system has the ability to learn from spontaneous
human conversations. We use the Inductive Learning
method(16) to predict which utterance should be used and
to make new rules while talking. The system represents
dialogue discourse as connected DAPU strings

OHP5U2: ODP5U3: ND: ..

{(A1B1 A2ZB2 A3 B3 ..)

which are divided into double rules
(A1BDY(B1 A2) (A2 B2) (B2 A3) (A3 B3) ..

stored in a Dictionary (Fig. 3,4). When new Input is
done, GENTA parses the utterance to DAPU string by rec-
ognizing a dialogue act determinator, which are words at-
tributed to every dialogue act tag. For example, should
determines advising tag. If subordinate clause conjunc-
tor (SCC) is detected, both clauses are parsed into DAPU
strings and they become an individual element for learn-
ing. When there is more than one sentence during one turn,
GENTA confitms if they are of the same dialogue act. If
not, the input is divided - the last rule is changed and a new
one is created, for example: '

Al: Do you care?
Bi: Well, I don’t care. What about ya?
A2: Me neither, man!

creates (Al:Bla) (Blb: A2) instead of (AL:BI) (B1:
A2).

Learning concentrates on dialogue acts tagging and con-
junctors, and their coexistence with Positiveness and Usu-
alness. For example, if an unknown dialogue act determi-
nator appears, our system decides the most probable tag
and unless a user cancels a computer’s output by using one
of the cancelling expressions, such as “7?77” or “What are
you talking about?” and so on, a new rule is created in the
rule dictionary (Fig. 4.). If an emoticon is detecied, the
Positiveness value is decreased or increased depending on
the kind of a facemark.
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DIALOG ACTS

USUALNESS POSITIVNESS

T

1. AQ:BA:B:CX:F
RULES: (A0: BA} (BA:B) (B: CX) (CX:: T}

2.A0:A:B1ABX A
RULES: (AO: A} (A:B) (B: ABX) (ABX: A)

CHATLOGS
1o AQ:BABICXFIA .
(A?m) B4:5) @: OH[CXDE A [> PARSED FOR

AO:A:BIABX:A pOSIeiess,
(AQ: A) {A 1B) (B ABX) (ABX: A) I:> usnakiess

3 AB:A:F:B:AB AND
Ao RITERS D paPU STRINGS

(¥}

[USER:|  ABX (very low positiveness detected!}

SYSTEM; A

USER] F

SYSTEM) A (oot B becamse F afler positiveness sigmfication in 1. takes
precedence over 3.)

Figure 3: A simple example of the learning process from
the utterances already parsed for Positiveness, Usualness
and DAPU strings.
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5 Experiment and evaluation

5.1 Method

Existing standards (23) in HMC evaluation, which concen-
trate on semantic quality of output, were not useful for eval-
uating spontaneous chat only with above-word information
supported dialogue acts. Hence we had to prepare our own
gvaluation method:

- There are (wo human interlocutors A and B.

- They converse through IRC channel, which is moni-
tored by our system (G).

- G listens to A’s utterances and proposes its own an-
swers {(as DAPU strings).

- DAPU strings of B’s utterances are compared with G’s
ones.

- Afierward the third person evaluates the naturalness of
the sirings when a system chose a different dialogue act, as
there is more than one possibility.

5.2 Results

As we are not particular about perfect language, two non-
native English speakers took part in our experiment. There
was no particular topic of conversation. Subjects made 128
turns and they mostly talked about sports. GENTA’s dic-
tionaries were empty in the initial phase and we taught the
system only one determinator for every dialogue act and
only two to three basic conjunctors for every kind of sub-
ordinate clauses. We decided on empty dictionaries to see
when a system starts to learn and because we want GENTA
to retrieve what is needed from the Internet. The Web
as a corpus that is consiantly changing and creating dic-
tionaries for Positiveness or Usualness would not reflect
those changes. By comparing user B and GENTA’s DAPU
strings we understood that:

— The systems already started to use learned rules by the
eighth turn, as the chat was mostly question-answer
style but finally less than half (37.5%) of dialogue
acts were chosen the same way by a user. Although
81.25% of those different ones were cvaluated as nat-
ural by human being.

— Positiveness (On a five point scale: 1-negative, 2-
slightly negative, 3-neutral, 4-slightly positive, 5-
positive) of systems output that had the same dialogue
act tag as a human was in 59.1% of cases the same
as the user’s. By this we mean there are three levels:
positive, indifferent, negative.

— Usualness (On a five point scale: S5-very usual, 4-
usual, 3-slightly peculiar, 2-peculiar, 1-very peculiar)
of a system’s output was only in 20.8% of cases the
same as a human user’s, because all parser errors due
to misspells were detected as the most peculiar expres-
sions.
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Figure 4: GENTA's Inductive Learning process.

Positiveness and Usualness were compared only in cases
where dialogue acts were the same in human and machine
outputs, as the dialogue acts choice significantly influences
those two values. Because these two values were depend-
ing on the Internet connection speed (about 15-20 seconds
for 1 calculation), the computer’s propositions were given
with growing time difference but it had no influence on cur
experiment’s results.

6 Conclusion and discussion

We have described a new approach to WWW statistical
information usage in a dialogue system, which is able to
achieve information that is not obvious to the machine
without using logic programming and other sophisticated
methods. As we are in the preliminary stages of our project,
we could only indirectly evaluate our ideas as grammati-
cally built sentences were not output by the system. How-
ever, the results are convincing enough to continue walking
on our chosen path - even if the system was not guessing an
interlocutor’s intentions properly, it proposed its own dia-
logue acts, which were not against the logical flow of con-
versation. In most cases too few turns made learning ma-
terial inefficient but it is quite difficult to evaluate GENTA
system before implementing further modules that will lead
to generating more understandable output. The following
is an example of this difficulty:
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A: They prefer drinking beer. (IH P5U4)

G: P5U4 ex (that could be: “a beer!!!” or “I love beer!™)

B: C’mon, they’re watching games too. (IH P4U3)

It seems obvious that at this stage it is too early to eval-
uate our system as a talking system and it is rather impos-
sible to see its abilities in context management. Although
when we add the knowledge retrieval and representation
modules we foresee that such outputs will be useful. We
believe thal tuning up the parsing methods and increasing
data for learning will help to achieve better results in the
future. We made a first step in the creation of an agent
that should be able to chat about any topic with proper
human-like reactions. A promising factor for future tasks
is that our program was only based on automatically re-
trieved knowledge of common opinions and the peculiarity
of user’s utterance, which could be used in many interest-
ing ways, as manipulating GENTA’s “personality” for ex-
ample by decreasing its Positiveness when, for instance, the
weather is bad. Another idea is that one could use retrieved
information as a model imagination of an interlocutor. We
want GENTA to know what his partmer probably thinks
while for instance saying “I need a girlfriend”. Thus there
is a need to experiment with different parsers and o cre-
ate mechanisms which allow GENTA to learn other things
from the Internet - the largest and most rapidly growing
database in the world, and try to apply those methods to
commonly explored areas as for example in qualitative spa-
tial reasoning. It must aiso be able to answer “wh-" ques-
tions, 30 we plan to concentrate on implenenting a substi-
tution of imagination which should be an elastic plan re-
trieval mechanism supported by commonsensical [ibraries
created through search frames as “I always (verb) when it
rains” or “usually people buy (noun) when they want to
(verb + noun)”’and also on the automatic creation of such
frames. Our method could also be interesting from a soci-
ological point of view, since GENTA can become a “mir-
ror personality” of an average wired English or Japancse
speaker in his original version{1), which could make it a
much more interesting conversation partner than its prede-
cessors. By using searching frames as “computers never”,
“computers can” we can also model a basic knowledge base
for a machine that could also be conscious of its possibil-
ities. We also understood that adopting GENTA to other
languages would only be limited {o translating the scarch
frames. We strongly believe that with the constantly im-
proving computer and network abilities, the Internet will
become the main source of any kind of knowledge for fu-
ture Al systems. We also predict that millions of private
homepages sharing users’ feelings and opinions will be
crucial information to helping machines to “understand”
what we typically think and what average humans know.
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