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Abstract

We have proposed a method of word segmentation for
non-segmented language using inductive learning. We
use only surface information of a character string, so
that the method has an advantage that is entirely not
dependent on any specific language. We have con-
firmed its effectiveness for Japanese and Chinese word
segmentation respectively. In this paper, we will dis-
cuss the generality of our proposed method for multi-
language. We used a large amount of experimental
data from Japanese corpus EDR and Chinese corpus
Sinica to carry out the evaluation experiments. For
these two kinds of language that they are quite differ-
ent on grammar, structure and morphology, we have
used the same algorithm to carry out the evaluation
experiments. The experimental results show our pro-
posed method is effective for Japanese and Chinese
word segmentation, and it is possible to be used to
multi-language.

Keywords: multi-language, inductive learning, word

segmentation, generality.

1 Introduction

In computer processing of non-segmented language,
like Chinese, Japanese and Thai, word segmentation
for text is one of the most important technologies.
Unlike English and other western languages, the non-
segmented languages do not mark word boundaries. A
sentence is composed of continuous character strings
without space between words. However in any NLP
application, word segmentation of text is a very im-
portant initial stage. There are mainly three kinds of
methods for word segmentation of non-segmented lan-
guage, which are lexical rule based methods [1][2][3],
statistical methods [4][5][6][7] and method of combin-
ing lexical information with statistical information [8].
The lexical rule based methods and the method of
combining lexical information with statistical infor-
mation need a dictionary and rules to deal with am-
biguous segmentation. The accuracy of word segmen-
tation greatly depends on the coverage of the under-
lying dictionary and the collected rules of segmenta-

tion. In addition, the identification of unknown words,
the extraction and management of rules are difficult
tasks. Otherwise the statistical method is using the
mutual information of characters by statistic calcu-
lation, to decide the boundary of words. Generally
to construct effective model avoiding the problem of
sparseness, this method needs a large amount of data.

In [3], authers make use of the common charac-
terastic of different language to propose a language
independent morphological analysis system. In this
method, a set of morphological element for fixed lan-
guage is prepeard by a user and a common method is
used in searching the optimum morphological candi-
date for different language. In [6], A statistical method
that uses raw text data as training data by calculat-
ing mutual information and t-score between Chinese
characters to decide boundaries of words is proposed.
The [7] proposed a statistical method utilizing unseg-
mented training data for segmentation of Kanji se-
quences in Japanese text, by calculating n-gram to
decide boundaries of words. However evaluation ex-
periments are not done for Chinese language.

With the development of internet and populariza-
tion of computers, a large amount of text information
in different languages on internet are increasing ex-
plosively, so that it is necessary to develop a common
method to deal with multi-language.

In our method, we extract recursively a common
part and a different part of a character string that
occur frequently in text as word candidates. Those
extracted common parts and different parts are clas-
sified into some ranks according to extracting con-
dition, and registered in a dictionary. We consider
that the common part and the different part have a
high probability as a word. The proposed method seg-
ments a non-segmented sentence into words using the
ranks of common parts and different parts in order
of the higher value of the certainty degrees. When
there are multiple possible segmentation, the system
gets all candidates of possible segmentation, and picks
a correct segmentation from the candidates by using
a value of LEF (the likelihood evaluation function,
Section 2.1). When the LEF value of candidates is
the same, we use the frequency of the erroneous seg-
mentation, the frequency of the correct segmentation
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Figure 1: Overview of the word segmentation system

and the length of word to decide a correct segmenta-
tion, and deal with segmentation ambiguities. In our
method, it is not necessary to prepare a dictionary
and any word segmentation rules beforehand. Because
only surface information of a character string is used,
it is possible that our method is used to deal with
general non-segmented language.

Japanese language is quite different from Chinese
language on structure, grammar, morphology and syn-
tactic characteristics. Japanese sentences are writen
by two kinds of character, about several thousands
Kanji and fifty Kana. On the other hand, Chinese sen-
tences are written only by Chinese character, there are
about fifty thousands Chinese characters. The struc-
ture of sentence is also different, for example: struc-

ture of a Chinese sentence is SVO (subject+verb+-object)

but structure of a Japanese sentence is SOV. A word
is comprised at least one Chinese character. A Chi-
nese character may be a part of a word, and may be
appear in other word, and may be just a word. So
that ambiguity segmentation occurs very easily. We
have processed these two kinds of language only as a
general character symbol, and have got satisfy results.
By the results, the proposed method is confirmed that
it is possible to be used to general non-segmented lan-

guage.

2 Overview of the Proposed Method

Fig.1 shows the outline of the word segmentation method.

This method consists of the following:

(1). An input sentence is segmented by words that
were acquired in the dictionary so far. This proce-
dure is called “segmentation by known words”. The
method of segmentation is to compare the word in the
dictionary with the character string in a sentence from
the beginning to the end of the sentence, to find all of

words that are usable to segment and make a list of
segmentation candidates. The words that have high
value of LEF (Section 2.1) are first used for segmenta-
tion at first.

(2). The remaining part of the character strings
that are unsegmented by the known words, are dealt
with by “prediction of unknown words using induc-
tive learning”. A character string of apearing repeti-
tionary in text is extracted and called a common part.
Between those extracted common parts, may still have
a common character string. We extract the common
character string, and call them common parts and call
the remain part different parts respectively. The pre-
diction of an unknown word is recursively done by
extracting common parts and different parts of a char-
acter string. Furthermore the extraction process pro-
ceeds on two stages: extraction of common part, ex-
traction of high dimensional common part and differ-
ent part. A high dimensional common part is a com-
mon part that is extracted by more than two times.
We consider a high dimensional common part has high
probability as a word.

The system extracts common parts and different
parts of a common character string that appears in
a sentence repeatedly. This process is based on the
supposition that a common character string of repeti-
tion in text has highly probability to be a word. After
extracting common parts and different parts, they are
registered in dictionary. Then the system segments
the text into words using the extracted common parts
and different parts.

(3). The user judges whether the results of the
word segmentation is correct or not. If there are er-
rors in the segmentation result, the user will correct
errors. Then the result of segmentation and the cor-
rected result are returned to the system.

(4). The system compares the corrected results
with the segmentation results to renew the informa-
tion of registered words in the dictionary. Through
this procedure, the certainty that the extracted com-
mon parts and different parts are as words is confirmed
and increased. The segmentation process is done in
order of high probability that the extracted common
parts and different parts are as words.

Here, the extracted common part and different part
are generally named WS (Word Segment). And the
WS those are used in correct segmentation are gener-
ally named CW (Correct Word).

2.1 Segmentation by Known Words

Input text and then the system segments the text into
words by registered CW and WS that the system has
got by using the inductive learning until that time.
The method of segmentation for known words consists
of two steps:

(1). In first step, the system compares the regis-
tered CW and WS in the dictionary with the character



string in the sentence from the beginning of the sen-
tence, finds out the same character strings with the
registered words, and repeats this comparison process
until the end of the sentence is reached. A list of seg-
mentation candidate is established. Then the system
segments the sentence into words. Here a correct can-
didate are used to segment in order of the classification
of them (Section 2.3).

(2). In second step, however, for the character
strings that there are several possibilities of segmen-
tation, we first use the registered words in order of
their classification in the dictionary. When there is
more than one word candidate with the same classi-
fication, we decide the correct segmentation from the
list of segmentation candidates by the value of like-
lihood evaluation function. We define the likelihood
evaluation function(LEF) as follows:

LEF = FR+aCS—BES+~LE (1)

Where: FR, CS, ES and LE are the frequency of a
common part or a different part appearing in the text,
the frequency of the correct segmentation, the fre-
quency of the erroneous segmentation and the length
of a common part or a different part respectively. «,
[ and ~y are coefficients.

The word that has the maximum value of LEF is
decided as the correct segmentation candidate.

(3). When the LEF value of the set of possible
segmentations is equal to each other, the correct seg-
mentation candidate is decided by the word candidate
that the value of ES is minimum, the value of CS is
maximum, the value of FR is maximum, the value of
LE is the longest or the location of segmentation is
the leftmost in a sentence in turn.

2.2 Prediction for Unknown Words

For expressing the method, an example is shown in
Figure 2. In this example, every letter represents a
Chinese character or a Kanji, so we use this example to
express a general sentence of non-segmented language
for explanation our method. Those words that are
not registered in the dictionary are predicted by using
the inductive learning. After the sentences were seg-
mented by CW and WS, which have been registered
in the dictionary, the unsegmented part of character
string will be segmented using the extracted common
parts and different parts. The prediction method of
an unknown word is to find the common character
string in text and extract it. Sometimes the extrac-
tion procedure proceeds on two stages: the extraction
of common parts, the re-extraction of common parts
and the extraction of different parts. So that the com-
mon character string is extracted as a common part
and a remaining part is as a different part. The sys-
tem registers the extracted common part and different
part in the dictionary as a word candidate, meanwhile

afx0kpepyOmTuTY BTafX0
@W,quyﬁn\Ifegi’nyyﬁaCQ.

Figure 2: An example of non-segmented sentence.

classifying it in order of probability that it is possible
as a word.

2.2.1 Extraction of Common Part

The extraction of a common part in non-segmented
text is two steps:

(1). When a character string appears in non-segmen
ted text frequently, we call it a common character
string. If the common character string consists of
more than two characters, we extract it as a word
candidate and call it common part and represent it
by S1 (Segment one). The extracted S1 from the sen-
tence that is shown in Fig. 2: “afxd§”,“e¢y” and
“Omuty 5.

(2). When the character string appears in the sen-
tence only one times but meanwhile it is included in
other extracted common part and made up by more
than two characters, we also extract it as a word can-
didate. For example in Fig. 2: “rv(” is included in
“OmuryB”. Therefore “Tvy3” is extracted and belong
to S1.

2.2.2 Extraction of a High Dimensional Com-
mon Part and a different Part

The extracted common part S1 at 2.2.1 may still in-
clude other common character string. At this situa-
tion, the common character string can be re-extracted
moreover from the extracted common part S1. We
consider it has a higher probability as a word that
re-extracted common parts at this procedure. The
conditions of re-extraction are as follows:

(1). The common parts can be re-extracted from
the extracted common part S1 when it includes a com-
mon character string that is more than two characters.
For example, “Omury3” contains “7y3”; “Tv(5” can
be extracted from “O©nurvy(3”, ie. : “Omuryp(S1)” =
“Omu(S2)” + “rvyB(S3)”.

The part of re-extraction is called “High Dimen-
sional Common Part” and is represented by S2 (Seg-
ment two); the part of remain is called “different part”
and is represented by S3 (Segment three). The S1 is
deleted from the dictionary when it is divided into S2
and S3.

(2). Furthermore one character can also be ex-
tracted as a word candidate when both sides of it are
extracted as a word candidate or both sides were seg-

[y}

mented by known words. Like “7” in “©murySrafxd”



Table 1: Construction of the dictionary.

Word | FR | CS | ES | LE | CL
afBxo | 10 8 0 4| CW
B | 12| 12| 0| 4]S2
T 21 | 14 4 2| S2
€dry 8 6 1 41851
O 7 5 1 4183

is surrounded by “©nmuryf8” and “afxd”, and “n” is
extracted as a word candidate belonging to S2.

2.3 Construction of the Dictionary

The extracted common parts and different parts are
represented by WS (Word Segment), classified to “S17,
“52”  and “S3”. In the dictionary, “CW” (Correct
Word) is WS that are confirmed as a word by proof-
reading process in segmentation processing. The con-
struction of a dictionary is like Table 1.

The FR, CS, ES, LE and CL are frequency that a
common part or a different part appears in text, cor-
rect segmentation frequency, erroneous segmentation
frequency, and the length and classification of the reg-
istered common part or different part in the dictionary
as words respectively.

2.4 Feedback Process

After the system segments the sentence into words, the
results are judged whether they are correct or not by
the user. Then the user corrects the errors if there are
errors in the results. The corrected results and erro-
neous results are returned to the system. The system
updates the information in the dictionary by compar-
ing the corrected results with the erroneous results. In
this process, the system updates the classification of
the registered CW and WS. And the system increases
the priority degree of the words that were used in cor-
rect segmentation and decreases the priority degree of
words that were used in erroneous segmentations. The
feedback process is described in detail as follows:

(1) For the Results of Correct Segmentation:

e When the result of segmentation is correct, the
value of FR and CS of word that is used to seg-
ment are added one.

e If the classification of the words does not belong
to CW, change it to CW.

(2) For the Results of Erroneous Segmentation:

e If the dictionary does not has the correct words,
the system registers the words in the dictionary,
as FR of the word equals 1 and classification
equals CW.

e If the dictionary has the correct words, the sys-
tem adds one to the value of FR for a word and
changes the value of CL to CW if it does not
belong to CW.

e If the reason of erroneous segmentation is that
the erroneous word was used, then the ES of
erroneous word is added one.

(3) For the Unsegmented Parts:

e The system registers the words in the dictionary
as FR of the words equal 1 and classifications
equal CW.

3 Evaluation Experiments

We do evaluation experiments using Japanese text
and Chinese text from EDR corpus and Sinica corpus
respectively. We use the Chinese text of three spe-
cialized fields to evaluate adaptivity of the proposed
method for different field text. We also use two kinds
of language: Japanese text and Chinese text, to eval-
uate generality of method for adapting different lan-
guages.

3.1 Preliminary Experiments for Coeffi-
cients of Likelihood Evaluation Func-
tion

Before the evaluation experiment, we did the prelimi-
nary experiments to decide the optimum coefficients of
the likelihood evaluation function use greedy method.
We let a change and give 8 and v any a value of con-
stant, decide value of a when the result of experiment
is the best. Then we change 3; fix o and ~y as a con-
stant. We repeat this procedure until the result of
experiment is no big change. We collected economics
text of 250 sentences about 7,000 words as data of
preliminary experiment[9]. According to the results
of experiment, we decide optimum coefficients a=1,
£=50 and y=70.

3.2 Experimental Data

We collect three fields of text from the Sinica Corpus! :
the architecture text contains 145,727 words, the eco-
nomics text contains 113,000 words and the electronic
engineering text contains 116,110 words. Total of the
data is 374,837 words. The architecture text consists
of architecture report, architecture news and archi-
tecture aesthetics. The electronic engineering text
consists of the text of electronics, communication en-
gineering, machine engineering and nuclear industry.
The economics text consists of the text of economic
system, economic policy and economic theory.

We select Japanese text about 389,230 words from
EDRJ[10]. the Japanese text is not classified by fields.

L http - / Jwww.sinica.edu.tw/ ftms — bin/kiwi.sh



Table 2: Experimental result of Japanese text and Chinese text

Language Chinese text(total wordsO 374,837) Japanese text
Field Architecture | Economics | Electronic-engineering | Average
Number of words 145,727 113,000 116,110 | 374,837 389,230
CSR[% 89.3 91.2 91.9 90.6 87.5
ESR[% 10.1 8.4 8.1 9.0 12.3
USR[% 0.6 0.4 0.0 0.4 0.2

3.3 Experiment Procedure

At the beginning of experiment, in order to confirm
that the proposed method is a language independent
method, we let the initial dictionary empty. A dic-
tionary is generated along with extraction of common
parts and different parts in text. An input is a para-
graph about hundred words one times. The system
predicts an unknown word by extracting a common
part and different part using the inductive learning.
The dictionary is generated automatically along with
the extraction of common parts and different parts as
word candidates.

At the feedback process, a user corrects the er-
rors in the result of word segmentation. Then the
corrected results and the results of segmentation con-
taining some errors are returned to the system. The
system renews the frequency of occurrence, the fre-
quency of correct segmentation, the frequency of er-
roneous segmentation, and classification of registered
common parts, different parts in the dictionary, to im-
prove the ability of predicting an unknown word.

3.4 Results of Experiment

In our method, the correct segmentation number is
the number of correct segmentation that is judged by
a user. The unsegmentation number is the number
when all unsegmented strings are segmented correctly.
The erroneous segmentation number is the number
that all word number in input text reduces the correct
segmentation number and reduces the unsegmentation
number. To evaluate the experiment result, we define
the evaluation formulas; CSR (Correct Segmentation
Rate), ESR (Erroneous Segmentation Rate) and USR
(Unsegmented Rate) are as follows:

Correct segmentation number
CSR[%] = 100 2
(%] Total number of words % 2)

Erroneous segmentation number

ESR[%) = % 100 (3)

Total number of words

Unsegmentation number

USR[%] = x 100 (4)

Total number of words

The results of experiment are shown in Table 2.
For Chinese text, the average correct segmentation
rate is 90.6%, the average erroneous segmentation rate
is 9.0% and the average unsegmented rate is 0.4%. For
Japanese text, the average correct segmentation rate
is 87.5%, the average erroneous segmentation rate is
12.3% and the average unsegmented rate is 0.2%. This
result are got under a state of the initial dictionary is
empty.

Fig.3 and Fig.4 show the change of the correct seg-
mentation rate, the unsegmented rate and the erro-
neous segmentation rate of Chinese text and Japanese
text respectively.

4 Discussion

4.1 Adaptivity for Different Fields

Fig.3 shows the experimental results of three fields.
When the text is changed to different domain, be-
cause appearance of some new words of different do-
mains, the correct segmentation rate is fall down tem-
porary. However with increasing of processed amount
of word, the correct segmentation rate goes on increas-
ing quickly.

We may consider that the proposed method has
adaptability for different fields. Sometimes the correct
segmentation rate is a little lower because the domain
of text is a little difference, for example: the architec-
ture text consists of architecture report, architecture
news, architecture aesthetics and so on.

4.2 Generality of Adapting to Different
Languages

By comparing the Chinese experimental result Fig.3
with the Japanese experimental result Fig.4, we can
say the proposed method is effective for both Chinese
word segmentation and Japanese word segmentation.
For these two kinds of quite different languages, we
got the experimental results of 90.6%(Chinese text)
and 87.5%(Japanese text) correct segmentation rate
by using the same method.

The correct segmentation rate of Japanese text is a
little lower than Chinese text, which is because text of
EDR corpus is not classified by a field. Since sentences
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Table 3: Ratio of error segmentation

. 0- 360,000-

Range of words 1,000 | 361,000
ESR of unregister | 15.0% 0.8 %
Ratio | ESR of ambiguity 1.5% 6.0 %
ESR of corpus jolt 0.5% 04 %
Total Average ESR 17.0% 7.2 %

of a different field are mixed together, the correct seg-
mentation rate in Fig.4 is relatively smooth. However
Fig.4 shows the rising tendency of the correct segmen-
tation rate, the average correct segmentation rate of
all segmentation result is 87.5%.

We consider the proposed method is an effective
method for dealing with other non-segmented language
and it is a general-purpose method.

4.3 Evaluation of Ability for Predicting
Unknown Words

After system processes about 45,000 words, there are
almost not unknown words. We select 50,000 words
to discuss the predicting ability of proposed method
for unknown words.

CWN

Precision|%] = TVV—NX100 (5)
N
Recall%] = %xloo ()

Where, CWN is the number of words that are pre-
dicted correctly. TWN is the total number of words
that are predicted. TUN is the total number of un-
known words.

The precision and recall are shown in Fig.5. The
average precision is 26.0%. The average recall is 31.0%.
With incresing of registered words in the dictionary,
prediction effect for unknown words is becoming well,
after 40,000 words are processed the precision and the
recall are 85.0%, 40.0% respectively.

4.4 Analysis of Erroneous Segmentation

We select 1,000 words from beginning of the text and
between 360,000 to 361,000 words respectively, to anal-
ysis the reason of an erroneous segmentation. The re-
sults are shown in Table 3. At the beginning, ESR
that is because of unregistered words is 15.0%, but af-
ter 361,000 words are processed, ESR that is because
of unregistered words is 0.8%. However ESR that is
caused by ambiguity goes on increasing from 1.5% to
6.0%. ESR caused by ambiguity is increasing with
increasing of registered word in the dictionary. Am-
biguous segmentation is still a difficult problem, so

that it is necessary to improve the ability to deal with
ambiguity.

Table 4 shows proofreading times in experiment of
Chinese text. Fig. 6 shows the change in proofreading
times of errors in segmentation result of Chinese and
Japanese text. The proofreading times includes cor-
rect times for segmentation errors, segment times for
unsegmentation part. According to Fig. 6 shows, the
proofreading times is reducing sharply with increasing
of processed text.

4.5 Comparing Experiment with Other Ap-
proach

We have done the comparing experiment with other
approach to illustrate the effectiveness of the proposed
method. In [6], the method of Chinese word segmen-
tation without using lexicon and hand-crafted train-
ing data was proposed. The method decides bound-
aries of words by calculating mutual information and
the difference of t-score between characters. They did
evaluation experiment by using 20Mbyte of text as
training data and 100 sentences as test data. We have
completed this system for comparing experiment, and
use architecture text of 512Kbyte (145,727 words) as
training data. We take out 100 sentences from training
data as experimental data. We used the segmentation
result of Sinica corpus as standard of correct answer.
As Table 5 shows, we evaluated the experimental re-
sult by evaluation method of [6] and our evaluation
method [2] respectively. According to the experimen-
tal results, the proposed method is effective, and can
get good results with a little of data.

5 Conclusion

We did the experiments with Chinese text of three
fields and Japanese text, and got the acceptable cor-
rect segmentation rate. The experiments were car-
ried out at the beginning of empty of the dictionary.
The experiment results show the predictive ability of
an unknown word by using the inductive learning.
We understand that the proposed method is effec-
tive for prediction of the unknown words. The ex-
periment results of three fields shown the proposed
method can adapt to different fields text, and the ex-
periment result of two kinds of language shown the
proposed method is independent of language. Fur-
thermore we use only the information of character
strings of text in this method. According to the ex-
periment results and any language knowledge is not
used in proposed method, so it may be used on other
non-segmentation language.

The word segmentation using the inductive learn-
ing turns out to be effective, by showing experiment
results. The experiments were carried out for Chinese
text of three fields and Japanese text. The correct
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Table 4: Proofreading times.

Range of Word 0~1,000 10,000~11,000 | 20,000~21,000 30,000~31,000
Proofreading Times 98 132 84 96

Range of Word 40,000~41,000 | 50,000~51,000 | 60,000~61,000 70,000~71,000
Proofreading Times 89 68 44 45

Range of Word 80,000~81,000 | 90,000~91,000 | 100,000~101,000 | 110,000~111,000
Proofreading Times 87 45 36 44

Table 5: Results of com

parison experiment.

Experiment results | by method of [6

by our method by our method

Evaluation method | by method of [6

by method of [6] | by our method

CSR[%] 80.6

97.8 94.6
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segmentation rate in Fig. 3, Fig. 4 are going to be
stable at more than 95% and 90% respectively.

We deal with the ambiguity of segmentation by
using the classification of registered common parts and
different parts in dictionary. When there are several
segmentation candidates of the same classification, the
correct segmentation candidate is decided by the value
of LEF, the frequency of erroneous segmentation rate,
the correct segmentation rate, the frequency of the
common parts and different parts appearing in text
and so on.

The result shows the method of unknown words
prediction is effective. The feedback process updates
the information of registered in dictionary such as the
classification of common parts and different parts, so
that the ability of unknown words prediction is im-
proved uninterruptedly. For the future works, we plan
to use this proposed method for Chinese morphologi-
cal analysis and automatic generation of terminology
dictionaries. In addition, more detailed evaluation is
necessary.
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