A METHOD FOR RESOLVING COHESIVE RELATIONS OF UNKNOWN WORDS IN TEXT STRUCTURE
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ABSTRACT
This paper describes a method for resolving the problematic relations of unknown words. The purpose of our proposed method is to solve the problem of unknown words, a part of our research about text structure. When a text structure is constructed, a thesaurus is referred to for checking the semantic relations of two words. This means that the relations of unregistered words cannot be processed in our algorithm. To solve this problem, we consider about additional lexical information and the method using this information. These additional information are defined by selecting the word which exists in the thesaurus.
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1. INTRODUCTION
Recently, the amount of document in computer is increasing explosively. Consequently, efficient text processing systems are required to be developed. In that situation, text structure modeling and analysis has proven to be necessary for natural language understandings. When a text structure is constructed, several knowledge bases are required and one or more strategies is used in its algorithms. On this point of processing, problems exist at the generality of the knowledge base. Every knowledge bases is a subset of whole universal knowledge. This means that knowledge bases do not provide enough information for describing lexical or semantic interpretations. For example, one word which is not registered with any dictionaries cannot be embedded in a text structure as a part of lexical or semantic relationships. This means that the text which has unknown words are not interpreted properly.

This paper describes a method for resolving the problematic relations of unknown words. The purpose of our proposed method is to solve the problem of unknown words, a part of our research about text structure construction. When our research about text structure construction. When our text structures are constructed, a thesaurus is referred to for checking the semantic relations of two words. However, one thesaurus does not have all information of the word. This means that the relations of unregistered words cannot be processed in our algorithm.
To solve this problem, we consider about additional lexical information and the method using this information.

2. LEXICAL COHESION IN TEXT
In study of text structure, resolving cohesive relations is
one of the major topics. The relations of words could be base elements for text structure construction. Therefore we use lexical cohesion\(^2\) as the first item of the text structure construction. We consider the text structure as aggregation of cohesive bindings.

3. OUTLINE OF OUR RESEARCH

3.1 TEXT STRUCTURE

The text structure which we had proposed\(^3\) previously is based upon a lexical chain research\(^4\). Our text structure is a type of network, which consists of nodes and links.

The nodes are expression form for words in a text. Each node contains information about the surface expression and the grammatical category of a word.

The links are relations between two words. Each link contains a single numeric value, called ‘‘weight’’. These weight values are calculated using rules.

```
[Tom] ---- [is] ---- [an] ---- [engineer].

[He][works][in][a][factory][which][makes][bicycles].
```

Nodes: [(word)]
Links: lines between two nodes

Fig. 1: Example of Text Structure

3.2 TEXT STRUCTURE CONSTRUCTION

(1) CALCULATION OF WEIGHT

Calculation of weight values for links concerns of relations among multiple strategies for expressing lexical cohesion\(^2,4\).

We consider that capability of generalization and robustness of the method for analysis are essential.

(2) CALCULATING FACTOR

The algorithm is calculating the weight value every two words. These weights are calculated by following two elements;

(a) lexical similarities

Lexical similarities is calculated by looking up thesaurus. Thesaurus is database which classify words. Therefore whether two words is in same class of a thesaurus or not indicates the similarity of these two words.

(b) syntax/textual function

Every word in text has its function for the sentence and the text which it is included. For example, subject of a sentence is considered as semantic focus of the sentence, and it can be focus of next sentence. To analyze these function of words, we check only the position of the word in the sentence and the text. This means we use no parser, which is another problematic component of natural language processing system.

(3) COMBINING FACTOR

Each values calculated as described above is the element in a vector. The vector is the expression for a weight of the links.

(a) Lexical similarity \(f_i(w_m, w_n)\)

(b) Distance in text \(f_d(w_m, w_n)\)
\[ x(w_m, w_a) = a_1 \cdot f_1 + a_2 \cdot f_2 \]

where \( a_1, a_2 \) is parameters.

4. PROBLEMS OF UNKNOWN WORDS

There are some problems in our previous research. One of those is unregistered words.

As described above, the semantic relations are obtained from searching one thesaurus. However, no one thesaurus exists that has the whole words. All of thesauri and dictionaries are subsets of perfect set of knowledge base. Therefore, there exist obviously some limitations in data resources. This means that some lexical relationship cannot be treated by using the thesaurus. This limitation is not depends on the number of thesauri which is used.

For example, we show a simple text.

Fig. 2: Example of Unknown Words in Text

In this text, “Tom” is a proper noun, and does not exist in Roget’s thesaurus, which we use as reference. Therefore we could not manage the relations of “Tom” and “engineer, or “Tom” and “factory”.

5. RESOLVING UNKNOWN RELATIONS

5.1 ADDITIONAL INFORMATION FOR UNREGISTERED WORDS

The purpose of our proposed method is solving the problem described above. Firstly, we need to clarify the minimum requirements for data which is needed to do the estimation.

We consider that more lexical information is required. In Fig. 2, the word “Tom” can be recognized as “Noun” at our previous method\(^5\). We add more information to it, such as “Noun-[human]”. The additional information is defined as one or more words, and selected from the words registered in the thesaurus.

5.2 CALCULATION OF WEIGHT VALUE FOR LINKS OF UNREGISTERED WORDS

Calculation of weight value is done by using of the additional information. In the case of the reference, the additional information is used instead of the word itself. Therefore, we can process the text structure construction as the same algorithm as our previous study.

For example, in Fig. 2, the relation between “[human]” and “engineer” is determined by the system.

6. EXAMPLES

The text for experiment\(^5\) is book for exercises in English reading, which is published for Japanese high school students.

Fig. 3 shows an example text in process.

This text has four proper nouns, “Tom”, “London”, “Susan” and “Bishopton”. None of these words exists in Roget’s thesaurus. Therefore these words have to be reworded for obtain the information from the thesaurus.

We append generic words to each of the unregistered words.

Fig. 4 shows the additional information for unknown words in the example text.
1: Tom is an engineer.
   [human]

2: He works in a factory which makes bicycles.

3: He has been at this factory for a year before he came to the factory, he was studying to be an engineer at the University of London.
   [city]

4: He does his work very well, and some day he is going to be the manager of a big factory — at least, he hopes so, and his friend Susan, hopes so too.
   [human]

5: The factory is a long, low building between the road and the railway about five miles from Bishopton.
   [town]

6: It was built about ten years ago.

7: There are a lot of people working in the factory, and many of them live in the near towns and villages and travel to the factory every day.

8: Some of them are brought to the factory each morning to buses, and are taken home again in the evening; it is always very noisy in the factory, but the workers soon get used to the noise.

Fig. 3: Example Text

Fig. 4: Additional Information for Unknown Words

7. CONCLUSIONS

In this paper, we described about a method for resolving the relation of unknown words. We consider that auxiliary information is required for processing unregistered words, and the amount of additional information should be minimized. Our research is in progress, and we need to evaluate the proposed method by experiments.

The future direction of our study is application of the algorithm for summarizer or anaphora resolution.
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